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1 Introduction

This is an essay about class field theory. Roughly speaking, the subject relates
intrinsic properties of a local field or a global field to its abelian extensions.
In this essay, we will mainly consider abelian extensions of local fields. A lo-
cal field will always be non-archimedean here (the theory for the archimedean
cases, namely R and C, are trivial). As we shall see below, we can classify their
abelian extensions intrinsically using open multiplicative subgroups.

First, we introduce some notations. For a local field K, we write Kal for a
fixed separable algebraic closure of K. An extension of K will always mean a
subfield of Kal containing K. The composite of two finite abelian extensions of
K is again a finite abelian extension of K (since the Galois group would em-
bed into the direct product of the two abelian Galois groups via restrictions).
Therefore, the union of all finite abelian extensions of K is also an abelian ex-
tension, denoted by Kab. If kK is the residue field of K where |kK | = q, then
Frob denotes the Frobenius map x 7→ xq. The main theorems we will prove are
as follows.

Theorem 1.1 (Reciprocity Law) For any local field K, there is a unique
homomorphism

φK : K× → Gal(Kab/K)

with the following properties.

(a) For any uniformiser π of K and any finite unramified extension L of K,
φK(π)|L = FrobL/K .

(b) For any finite abelian extension L of K, NL/K(L×) is contained in the
kernel of a 7→ φK(a)|L, and φK induces an isomorphism

φL/K : K×/NL/K(L×) → Gal(L/K).

(b) says that for any finite abelian extension L of K, we have the following
commutative diagram.

K×

��

φK // Gal(Kab/K)

τ 7→τ |L
��

K×/NL/K(L×)
φL/K // Gal(L/K)

where φL/K is an isomorphism. So, L corresponds to the multiplicative subgroup
NL/K(L×) of K× via φK . We call a group of this form a norm group. Norm
groups can be classified by the following.

Theorem 1.2 (Existence Theorem) Let K be a local field. A subgroup N
of K× is of the form NL/K(L×) for some finite abelian extension L of K iff it
is of finite index and open.
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There are several different approaches to the subject. We will follow the group
cohomology approach, mostly based on the treatments in [5], with some proofs
taken from [3] and [1]. We will develop the theory of cohomology in section 2.
The results will then be applied to local fields in section 3 which will enable us
to prove the existence in theorem 1.1. In section 4, we introduce the notion of
formal groups and prove theorem 1.2 and the uniqueness in theorem 1.1. Fi-
nally, in section 5, we will state without proofs how the theory is generalised to
global fields.

I would like to thank Dr Tim Dokchitser for suggesting the topic and his helpful
comments. I would also like to thank Alex Chmelnitkzi and Stefan Patrikis for
the inspiring discussions on the subject during our preparation for the part III
seminar series at the end of Lent term.

2 Group Cohomology

Group cohomology will prove to be a very powerful tool in this essay. To develop
the theory we need, we will assume familiarity of the language of category theory,
eg functor, exactness, left/right exact, etc. Most of the definitions can be found
in [4].

2.1 Definition of Cohomology

Ab denotes the category of abelian groups (or Z-modules). Given an abelian
group G, we define a contravariant functor Hom(−, G) :Ab→Ab as follows.
For a homomorphism f : G1 → G2, let f∗ be the map from Hom(G2, G) to
Hom(G1, G) given by f∗(θ) = θ ◦ f . It is easy to see that f∗f ′∗ = (f ′f)∗ and
id∗ =id. Similarly, we can define the functor Hom(G,−).

Lemma 2.1 Hom(−, G) is a left exact contravariant functor.

Proof AssumeG1
f→ G2

f ′→ G3 → 0 is exact. We need to show that the sequence

0 →Hom(G3, G)
f ′∗−→Hom(G2, G)

f∗−→Hom(G1, G) is exact. Since f ′f = 0,
f∗f
′
∗ = 0, ie Imf ′∗ ⊆ ker f∗.

If φ ∈ ker f∗, then φ ◦ f = 0, so ker f ′ =Imf ⊆ kerφ. Therefore, we have

∀g, h ∈ G2, f
′(g) = f ′(h) ⇒ φ(g) = φ(h) (1)

Since f ′ is surjective, we can define ψ : G3 → G by ψ(g) = φ(g′) where g′ ∈ G2

is such that f ′(g′) = g. This is well-defined by (1). We have f ′∗(ψ) = ψ ◦ f ′ = φ
and φ ∈ Imf ′∗.

G1
f // G2

f ′ //

φ

��

G3
//

ψ}}{{
{{

{{
{{

0

G
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Therefore, ker f∗ ⊆Imf ′∗ and so ker f∗ =Imf ′∗. Hence, this gives the exactness
at Hom(G2, G).
If θ ∈ ker f ′∗, then θ ◦ f ′ = 0, so Imf ′ ⊆ ker θ. But f ′ is surjective, so θ = 0.
Hence f ′∗ is injective and so the sequence is exact at Hom(G3, G). 2

Similarly, one can show that the functor Hom(G,−) is a left exact functor.

Definition 2.2 An abelian group is said to be injective if Hom(−, G) is exact.
An injective resolution of G is a long exact sequence

0 → G→ I0 → I1 → · · ·

where the Ir’s are injective abelian groups. We abbreviate this complex to G→
I ·.

In particular, by lemma 2.1, G is injective iff given any injective f : G1 → G2,
f∗ : Hom(G2, G) → Hom(G1, G) is surjective, ie for any abelian groupsG1 ≤ G2,
a homomorphism G1 → G always extends to G2. The following equivalent
condition will allow us to show the existence of injective resolutions.

Lemma 2.3 G is injective iff it is divisible, ie for any non-zero integer n and
g ∈ G, there exists h ∈ G s.t. g = nh.

Proof (⇒) Let n be a non-zero integer and g ∈ G. Define f : nZ → G by
n 7→ g. Then f extends to Z, say f(1) = h. So f(n) = nh = g.
(⇐) Suppose G1 ≤ G2 are abelian groups and f : G1 → G is a homomorphism.
Consider the poset of (H, f ′) where G1 ≤ H ≤ G2 and f ′ extends f to H,
ordered by inclusion. By Zorn’s lemma, there is a maximal element, (H ′, F )
say. If H ′ 6= G2, let h ∈ G2 − H ′ and define I = {m ∈ Z|mh ∈ H ′}. This is
an ideal of Z, hence I = nZ for some n. The map I → G where m 7→ F (mh)
extends to Z as G is divisible. Hence F extends to H ′ + Zh, contradicting the
maximality. So f extends to G2. 2

Example 2.4 Q is clearly divisible, hence injective. In fact, any quotients of
a divisble abelian group are divisible, eg Q/Z is injective. The same is true for
quotients of QX where X is any set.

Corollary 2.5 Any abelian group G can be embedded in an injective abelian
group.

Proof If X is a generating set for G, let f : ZX → G be the natural surjection.
Then G ∼= ZX/ ker f ≤ QX/ ker f which is divisible, so injective by lemma 2.3.
Hence the result. 2

Given a group G, a G-module is an abelian group together with an action
of G. This is an important notion for class field theory since a Galois exten-
sion L of K is naturally a Gal(L/K)-module. The category of G-modules is
denoted by ModG. For a G-module M , we write MG for the submodule on
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which G acts trivially, ie MG = {m ∈ M : gm = m ∀g ∈ G}. If M and N are
G-modules, then HomG(M,N) denotes the set of G-homomorphisms from M
to N , ie f(gm) = gf(m) for all g ∈ G and m ∈M .

As with injective abelian groups, we say that a G-module M is injective if
HomG(−,M) is exact. We can define injective resolutions of G-modules as in
definition 2.2. Note that these definitions agree with 2.2 when we take G = Z.
As in representation theory, we can define induced modules as follows.

Definition 2.6 Let H ≤ G be groups, M an H-module. Define IndGH(M) =
{θ : G→M |θ(hg) = hθ(g) ∀h ∈ H, g ∈ G}. This is a G-module with (gθ)(x) =
θ(xg).

If f : M1 → M2 is an H-module map, define f∗ :IndGH(M1) →IndGH(M2) by
f∗(θ) = f ◦ θ. From representation theory, this gives an exact functor from
ModH to ModG.

Lemma 2.7 Given a group G. If A is an injective abelian group, the G-module
IndG1 A is injective.

Proof Recall Frobenius reciprocity says that if H is a subgroup of G, for any
G-module M1 (which is naturally an H-module) and any H-module M2, there
is a canonial isomorphism as follows.

HomG(M1, IndGH(M2)) → HomH(M1,M2)

Hence, we have HomG(−,IndG1 A) ∼= Hom1(−, A) = Hom(−, A). But Hom(−, A)
is exact as A is injective. Hence, IndG1 A is an injective G-module. 2

Proposition 2.8 An injective resolution exists for any G-module M .

Proof Note that M is an abelian group, so there exists an injective abelian
group A s.t. M ↪→ A by corollary 2.5. So, we have IndG1 (M) ↪→IndG1 (A) as
G-modules. IndG1 A is injective by lemma 2.7. But M embeds into IndG1 (M) by
the map m 7→ (g 7→ gm), so M embeds into an injective G-module I0.
Let B1 be the cokernel of the embedding, then we have an inclusion of G-
modules B1 ↪→ I1 where I1 is injective. So, 0 → M → I0 → I1 is exact.
Continue recursively, we obtain an injective resolution. 2

Dually, we define projective modules and projective resolutions as follows.

Definition 2.9 A G-module M is projective if HomG(M,−) is exact. A pro-
jective resolution of M is an exact sequence

· · · → P2 → P1 → P0 →M → 0

where the Pr’s are projective. The complex is abbreviated to P.→M .

Lemma 2.10 M 7→ MG gives a left exact functor from the category of G-
modules to the category of abelian groups.
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Proof Note that HomG(M,N) = (Hom(M,N))G where G acts on Hom(M,N)
by (gθ)(m) = g ·θ(g−1m). In particular, if G acts on Z trivially, HomG(Z,M) =
(Hom(Z,M))G = MG. Hence, the left exactness of Hom gives the result. 2

Remark 2.11 We can now give the definition of cohomology. The idea is to
measure the failure of −G from being exact. We will see how it works exactly
later.

Definition 2.12 Let M be a G-module and choose an injective resolution

0 →M → I0 d0−→ I1 d1−→ I2 d2−→ · · ·

Consider the following complex.

0 d−1

−→ (I0)G d0−→ (I1)G d1−→ (I2)G d2−→ · · ·

The rth cohomology group of G with coefficients in M is defined to be the
abelian group Hr(G,M) = ker(dr)/Im(dr−1).

It is not clear whether the Hr’s are independent of the choice of I .. We will
show that they are well-defined by verifying that these groups are uniquely
determined by some elementary properties.

Lemma 2.13 For any G-module M , H0(G,M) ∼= MG

Proof As noted in the proof of lemma 2.10, HomG(Z,M) ∼= MG. On the
other hand, 0 → M → I0 → I1 is exact implies 0 → MG → (I0)G → (I1)G

is exact by lemma 2.10. Hence, ker d0 ∼= MG. But d−1 = 0, so we have
H0(G,M) = ker d0/Im d−1 = ker d0 ∼= MG. 2

Lemma 2.14 If M is injective, then Hr(G,M) = 0 for r > 0.

Proof Note that if M is injective, 0 →M →M → 0 → 0 → · · · is an injective
resolution. So, the complex in the definition of the cohomology groups becomes
0 →MG → 0 → · · ·. Hence the result. 2

Lemma 2.15 For any {1}-module M , Hr(1,M) = 0 for all r > 0.

Proof An {1}-module is just an abelian group. Under the notations in the
proof of proposition 2.8, M is embedded in an injective (or divisible) abelian
group I0. As remarked in example 2.4, B1 = I0/M is also injective. Hence, the
following is an injective resolution.

0 →M → I0 → I0/M → 0 → 0 → · · ·

G = {1} acts trivially, so the complex in the definition of the cohomology groups
becomes 0 → I0 → I0/M → 0 → · · ·. Hence the result. 2

We saw in lemma 2.7 that IndG1 (A) is injective if A is an injective abelian
group. Hence Hr = 0 for r > 0. In fact, this is true for any abelian group A.
To prove this, we will make use of Shapiro’s Lemma.
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Lemma 2.16 (Shapiro) Let H be a subgroup of G. For any H-module N ,
there is a canonical isomorphism Hr(G, IndGHN) → Hr(H,N).

Proof Let N → I · be an injective resolution. Since IndGH is an exact functor
that preserves injectivity, IndGHN →IndGHI

· is an injective resolution.
If f ∈ (IndGHI

r)G, then f(x) = gf(x) = f(xg)∀ x, g ∈ G. Hence, f is a
constant map, say f(x) ≡ m. But f(hx) = hf(x), so m ∈ (Ir)H . We have
(IndGHI

r)G = (Ir)H .
Therefore, we obtain the same complex when we take theH-invariants ofN → I ·

and the G-invariants of IndGHN →IndGHI
·. Hence, Hr(G, IndGHN) ∼= Hr(H,N)

canonically for all r. 2

Corollary 2.17 For any abelian group A, Hr(G, IndG1 A) = 0 for all r > 0.

Proof By Shapiro’s lemma, Hr(G,IndG1 A) ∼= Hr(1, A). But the RHS is 0 for
r > 0 by lemma 2.15, hence the result. 2

Remark 2.18 Note that IndG1 Z = Z[G], so Hr(G,Z[G]) = 0 for all r > 0 by
above. Moreover, since direct sum preserves exactness, we have Hr(G,M1 ⊕
M2) ∼= Hr(G,M1) ×Hr(G,M2). Therefore, Hr(G,M) = 0 for all r > 0 if M
is a free Z[G]-module.

Proposition 2.19 If 0 → M1 → M2 → M3 → 0 is exact, then there is a long
exact sequence as follows.

0 → H0(G,M1) → · · · → Hr(G,M2) → Hr(G,M3) → Hr+1(G,M1) → · · ·

Moreover, the association is functorial.

Proof (Sketch) Given a homomorphism α : M → N of G-modules, if we have
injective resolutionsM → I . andN → J ., α extends to a morphism of complexes
from I . to J .. We have the following commutative diagram.

0

��

0

��

0

��

0

��
0 // M1

��

// I0

��

// I1

��

// I2 //

��

· · ·

0 // M2

��

// J0

��

// J1

��

// J2 //

��

· · ·

0 // M3

��

// K0

��

// K1

��

// K2 //

��

· · ·

0 0 0 0

−G is a left exact functor by lemma 2.10, the construction of the long exact
sequence is then by diagram chasing. 2
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In particular, by combining lemma 2.13 and above, we have the following exact
sequence.

0 →MG
1 →MG

2 →MG
3 → H1(G,M1) → · · ·

This is what we meant by measuring the failure of −G from being exact in
remark 2.11. Continue with the long exact sequence, H2 then measures how far
H1 is from resolving this failure and so on.

Theorem 2.20 The Hr’s are uniquely determined by 2.13, 2.17 and 2.19.

Proof Let M be a G-module, M ′ = IndG1 (M) and M ′′ = M ′/M with M
embedded in M ′ as in the proof of proposition 2.8. Hence, we have a short
exact sequence 0 → M → M ′ → M ′′ → 0. So, we have a long exact sequence
of cohomology by proposition 2.19.

0 →MG →M ′G →M ′′G → H1(G,M) → H1(G,M ′) → · · · (2)

By corollary 2.17, Hr(G,M ′) = 0 for all r > 0. Hence, M ′G → M ′′G →
H1(G,M) → 0 is exact. Hence, H1(G,M) ∼= coker(M ′G → M ′′G). That
means the H1’s are uniquely determined. The long exact sequence also gives
Hr(G,M ′′) ∼= Hr+1(G,M) for r ≥ 1, hence all Hr’s are uniquely determined
by induction. 2

Remark 2.21 The isomorphism Hr(G,M ′′) ∼= Hr+1(G,M) relates properties
of cohomology in different dimensions which makes the induction work. This
technique is called dimension shifting and will be used again later.

2.2 Properties of Cohomology

We will now describe the cohomology groups in terms of cochains. This will
enable us to carry out explicit calculations. For r ≥ 0, let Pr be the free Z-
module with basis the (r+1)-tuples (g0, . . . , gr) of elements of G. G acts on Pr
via g(g0, . . . , gr) = (gg0, . . . , ggr). Therefore, Pr is also a free Z[G]-module with
basis {(1, g1, . . . , gr)|gi ∈ G}. Now, consider the following complex.

· · · → Pr
dr−→ Pr−1 → · · ·P0

ε→ Z (3)

where dr(g0, . . . , gr) =
∑r
i=0(−1)i(g0, . . . , ĝi, . . . , gr) and ε sends each g ∈ G to

1. It is not hard to check that dr ◦ dr+1 = 0.

Lemma 2.22 The complex in (3) is exact.

Proof Fix x ∈ G and define kr : Pr → Pr+1 by kr(g0, . . . , gr) = (x, g0, . . . , gr).

dr+1 ◦ kr(g0, . . . , gr) = dr+1(x, g0, . . . , gr)
= (g0, . . . , gr)− (x, g1, . . . , gr) + (x, g0, g2, . . . , gr)− · · ·
= (g0, . . . , gr)− kr−1((g1, . . . , gr)− (g0, g2, . . . , gr) + · · ·)
= (g0, . . . , gr)− kr−1(dr(g0, . . . , gr))
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Hence, dr+1 ◦ kr + kr−1 ◦ dr = 1. If v ∈ ker dr, then v = dr+1(kr(v)) ∈Im dr+1.
Hence the exactness at Pr for r > 0.
If v =

∑
ngg ∈ ker ε, then

∑
ng = 0. So v =

∑
ng(g − 1) =

∑
ngd1(1, g) ∈Im

d1. Hence the exactness at P0. 2

For a fixed G-moduleM , we can take HomG(−,M) on (3). We obtain a complex

0 δ0→ HomG(P0,M) δ1→ HomG(P1,M) δ2→ · · · (4)

where δr : HomG(Pr−1,M) → HomG(Pr,M) is given by the composition with
dr, ie given f ∈ HomG(Pr−1,M), we have δr(f) = f ◦ dr.

Proposition 2.23 With the notations above, Hr(G,M) ∼= kerδr+1/Imδr.

Proof We verify the RHS satisfies the properties in theorem 2.20. The con-
struction of long exact sequences is the same and is omitted here.
Note that P0 = Z[G]. If f ∈ HomG(P0,M), f is uniquely determined by f(1).
By definition, (δ1(f))(g, h) = f(h) − f(g) = hf(1) − gf(1). So, δ1(f) = 0 iff
f(1) ∈MG. We have kerδ1 ∼= MG. Since δ0 = 0, the RHS is MG for r = 0.
If M = IndG1 N , then HomG(Pr,M) ∼= Hom(Pr, N) by Frobenius reciprocity.
So, (4) becomes the following.

0 δ0→ Hom(P0, N) δ1→ Hom(P1, N) δ2→ Hom(P2, N) → · · ·

But each Pr is a free abelian group, so Hom(Pr, N) = N rk(Pr). The complex
above is exact at every place after the first by the same agrument as in the proof
of lemma 2.22. Therefore, the RHS is 0 if M = IndG1 N for r > 0. Hence we are
done by theorem 2.20. 2

Note that θ ∈ Hom(Pr,M) can be identified with a function θ′ : Gr+1 → M
since θ is uniquely determined by the values taken on the basis. If in addition
θ ∈ HomG(Pr,M), then we have the following additional condition.

θ′(gg0, . . . , ggr) = g(θ′(g0, . . . , gr)) for all g, g0, . . . gr ∈ G (5)

This leads us to give the following definition in order to simplify (4).

Definition 2.24 C̃r(G,M) := {f : Gr+1 → M |f satisfies condition (5)}, this
is called the set of homogeneous r-cochians of G with values in M .

If we identify HomG(Pr,M) with C̃r(G,M), the boundary map becomes d̃r :
C̃r(G,M) → C̃r+1(G,M) with

(d̃r+1f)(g0, . . . , gr+1) =
r+1∑
i=0

(−1)if(g0, . . . , ĝi . . . , gr+1)

We have Hr(G,M) = ker d̃r+1/Im d̃r. In fact, we can simplify further by the
following definition.
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Definition 2.25 Let Cr(G,M) be the set of functions from Gr to M with G0 =
1. This is called the group of inhomogeneous r-cochains of G with values in
M . Define dr+1 : Cr(G,M) → Cr+1(G,M) by (dr+1f)(g1, . . . , gr+1) =

g1f(g2, . . . , gr+1) +
r∑
i=1

(−1)if(g1, . . . , gigi+1, . . . , gr+1) + (−1)r+1f(g1, . . . , gr)

Proposition 2.26 0 d0−→ C0(G,M) d1−→ C1(G,M) d2−→ C2(G,M) → · · · is a
complex and Hr(G,M) ∼= ker dr+1/Imdr.

Proof Define θ : C̃r(G,M) → Cr(G,M) by

(θf)(g1, . . . , gr) = f(1, g1, g1g2, . . . , g1 . . . gr)

Note that for f ∈ C̃r(G,M), f(g0, . . . , gr) = g0f(1, g−1
0 g1, . . . , g

−1
0 gr). If we

let h1 = g−1
0 g1, h2 = g−1

1 g2,. . .,hr = g−1
r−1gr, then the above expression be-

comes g0f(1, h1, h1h2, . . . , h1 . . . hr). So f is uniquely determined by the val-
ues f(1, g1, g1g2, . . . , g1 . . . gr). Hence θ is a bijection. Moreover, dr(θ(f)) =
θ(d̃r(f)). So, the sequence of Cr(G,M) stated above is the same as the com-
plex of C̃r(G,M), hence the result. 2

We can now describe H1 explicitly.

Definition 2.27 A map f : G → M is called a crossed homomorphism if
f(gh) = gf(h) + f(g). A map of the form g 7→ gm−m for some fixed m ∈ M
is called a principal crossed homomorphism.

Note that (d1f)(g1, g2) = g1f(g2) − f(g1g2) + f(g1), so f ∈ ker d1 iff f is a
crossed homomorphism. If f ∈ C0(G,M), then f(1) = m some m ∈ M . So
(d0f)(g) = gm−m. Hence Im d0 is the set of principal crossed homomorphism.
In particular, H1(G,M) = {crossed homos}/{principal crossed homos}.

Remark 2.28 In particular, if G acts on M trivially, a crossed homomorphism
is just a homomorphism from G to M and a principal crossed homomorphism
is just the zero map. Therefore, H1(G,M) = Hom(G,M) in this case.

We will now construct some maps in cohomology between different modules.
This will enable us to derive some basic properties of Hr’s. First, we need the
following definition.

Definition 2.29 Let M be a G-module and M ′ a G′-module. Homomorphisms
α : G′ → G and β : M →M ′ are said to be compatible if β(α(g)m) = g(β(m))

Remark 2.30 If (α, β) is compatible, then we have a homomorphism from
Cr(G,M) → Cr(G′,M ′) defined by f 7→ β ◦ f ◦ αr where αr is the natural
homomorphism from (G′)r to Gr defined by α. In fact, this gives a homomor-
phism of complexes, hence homomorphisms from Hr(G,M) to Hr(G′,M ′).
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Given a G-module M and H a normal subgroup of G, MH is a G/H-submodule.
Indeed, if m ∈ MH , g ∈ G, h ∈ H, then h · gm = g(g−1hg)m = gm since
g−1hg ∈ H. We have gm ∈ MH also. So, G/H acts on MH naturally. This
leads to the following definitions.

Definition 2.31 Let H be a subgroup of G, α the inclusion H ↪→ G, β the
identity map on a G-module M . The homomorphisms obtained as in remark
2.30 are called restriction homomorphisms, Res : Hr(G,M) → Hr(H,M).
If H is a normal subgroup, α the quotient map G → G/H, β the inclusion
MH ↪→ M , the homomorphisms obtained are called inflation homomor-
phisms, Inf : Hr(G/H,MH) → Hr(G,M).

If H is a subgroup of G of finite index, let S be a set of coset representatives. Let
α : G → G be the identity map. For a G-module M , define a homomorphism
β : IndGHM →M by f 7→

∑
s∈S sf(s−1). This gives a map on cohomology Cor :

Hr(G,IndGHM) → Hr(G,M). If we identify Hr(H,M) with Hr(G, IndGHM) by
Shapiro’s lemma, this gives a map from Hr(H,M) to Hr(G,M).

Definition 2.32 The homomorphisms Cor : Hr(H,M) → Hr(G,M) con-
structed above are called corestriction homomorphisms.

Similarly, we can give an alternative definition of Res. Let M →IndGH(M)
be the homomorphism sending m to fm where fm(g) = gm. This defines a
homomorphism Hr(G,M) → Hr(G,IndGHM). It turns out to be the restriction
map if we identify Hr(G,IndGHM) with Hr(H,M).

Lemma 2.33 Let H be a subgroup of G of finite index, then Cor ◦ Res is the
multiplication by (G : H).

Proof The map on cohomology

Hr(G,M) Res−→ Hr(H,M) ∼= Hr(G, IndGHM) Cor−→ Hr(G,M)

is induced from the map M →IndGHM →M with m 7→ fm 7→
∑
s∈S sfm(s−1) =∑

s∈Sm = (G : H)m. Hence the result. 2

Corollary 2.34 If |G| = m <∞, then mHr(G,M) = 0 for any r > 0.

Proof Hr(1,M) = 0 for r > 0 by lemma 2.15. So, Cor◦Res=0 if we take
H = {1}. But this is multiplication by m by lemma 2.33, hence the result. 2

Corollary 2.35 Let G be a finite group, M a G-module, p a prime. If Gp is a
Sylow p-subgroup of G. Then Res : Hr(G,M) → Hr(Gp,M) is an injection on
the set of elements of G whose orders are powers of p.

Proof (G : Gp) is not divisble by p and Cor◦Res is the multiplication by
(G : Gp), hence the result. 2

Lemma 2.36 Let H be a normal subgroup of G, and M a G-module. Then the
sequence

0 → H1(G/H,MH) Inf−→ H1(G,M) Res−→ H1(H,M)

is exact.
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Proof H1 = {crossed homos}/{principal crossed homos}. Res ◦ Inf = 0 is clear
(even true on the level of cochains). So, Im(Inf) ⊆ ker(Res).
If f ∈ ker(Res), then f : G→M is a crossed homomorphism whose restriction
to H is principal, so there exists m ∈M s.t. f(h) = hm−m for h ∈ H. Define
f ′ : G→M by f ′(g) = f(g)− gm+m. Then f ′ and f are in the same class of
H1(G,M).
But f ′|H = 0, so f ′ factors through G/H. Since f ′ is a crossed homomorphism,
f ′(hg) = hf ′(g) + f ′(h) = hf ′(g) for any h ∈ H, g ∈ G. We have

hf ′(g) = f ′(hg)
= f ′(g · g−1hg)
= gf ′(g−1hg) + f ′(g) (f ′ is a crossed homomorphism)
= f ′(g) (H is normal in G, so g−1hg ∈ H)

Hence, f ′ takes values in MH . Therefore, f ′ comes from a crossed homomor-
phism G/H → MH by inflation. We have ker(Res) ⊆ Im(Inf). This shows the
exactness at H1(G,M). It is clear that Inf is injective by considering cochains,
ie we have the exactness at H1(G/H,MH) also. 2

We see from the proof above how the description of H1 using crossed homo-
morphisms enables us to carry out explicit calculations. The result can be
generalised as follows.

Proposition 2.37 (Inflation-Restriction Exact Sequence) Let H be a nor-
mal subgroup of G, and M a G-module. If r > 0 is s.t. Hi(H,M) = 0 for all
0 < i < r, then the sequence

0 → Hr(G/H,MH) Inf−→ Hr(G,M) Res−→ Hr(H,M)

is exact.

Proof We proceed by induction on r. r = 1 is just the lemma above.
For r > 1, assume the result for r − 1. As in the proof of theorem 2.20,
0 →M →M ′ →M ′/M → 0 is exact (either as G-modules or H-modules since
the action of G or H has nothing to do with exactness) where M ′ =IndG1 M , so
we have Hi(H,M ′/M) ∼= Hi+1(H,M) for i > 0. Hence, Hi(H,M ′/M) = 0 for
0 < i < r − 1. Our inductive hypothesis says that

0 → Hr−1(G/H, (M ′/M)H) Inf−→ Hr−1(G,M ′/M) Res−→ Hr−1(H,M ′/M)

is exact. But we also have the following commutative diagram.

0 // Hr−1(G/H, (M ′/M)H) Inf //

o|
��

Hr−1(G,M ′/M) Res //

o|
��

Hr−1(H,M ′/M)

o|
��

0 // Hr(G/H,M ′/M) Inf // Hr(G,M) Res // Hr(H,M)

Hence the result. 2
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Remark 2.38 Once again, we have used the technique of dimension shifting
mentioned in remark 2.21. This technique can in fact be generalised as follows.
If we have an exact sequence

0 →M → J1 → · · · → Js → N → 0

where Hr(G, J i) = 0 for all r, i > 0, we can break the sequence up into short
exact sequences

0 →M → J1 → N1 → 0

0 → N1 → J2 → N3 → 0

· · ·

0 → Ns−1 → Js → N → 0

So, long exact sequences of cohomology give Hr(G,N) ∼= Hr+1(G,Ns−1) ∼=
· · · ∼= Hr+s(G,M) for r > 0.

2.3 Homology

Let G be a group and M a G-module. MG denotes the quotient of M by
the subgroup generated by elements of the form gm −m, ie MG is the largest
quotient of M on which G acts trivially. It is not hard to check that the functor
M 7→ MG is right exact. Similar to cohomology, homology is defined so as to
to measure the failure of −G from being exact.

Definition 2.39 Let M be a G-module and P. → M a projective resolution.
Consider the following complex.

· · · → (P2)G
d2−→ (P1)G

d1−→ (P0)G
d0−→ 0

The rth homology group of G with coefficients in M is defined to be Hr(G,M) =
ker dr/Imdr+1.

Lemma 2.40 For any G-module M , H0(G,M) = MG.

Proof If · · · → P1 → P0 → M → 0 is a projective resolution, then by right
exactness, (P1)G

d1→ (P0)G
ε→ MG → 0 is exact. Hence ε is surjective, MG =

(P0)G/ ker ε = (P0)G/Im d1. But this is H0(G,M) because (P0)G = ker d0.
Hence the result. 2

Remark 2.41 If 0 → M1 → M2 → M3 → 0 is a short exact sequence of
G-modules, it gives rise to a long exact sequence of homology.

· · · → Hr(G,M2) → Hr(G,M3) → Hr−1(G,M1) → · · · → H0(G,M3) → 0

Remark 2.42 Also, we have Hr(G,M) = 0 for all r > 0 if M is of the form
Z[G]⊗Z A for some abeian group A.

13



Analogous to cohomology, homology is uniquely determined by properties 2.40,
2.41 and 2.42.

Similar to lemma 2.14, if M itself is projective, then Hr(G,M) = 0 for r > 0.
The following lemma gives a condition for determining whether a G-module is
projective or not.

Lemma 2.43 M is projective iff it is a summand of a free Z[G]-module.

Proof Note that to say M is projective, it means that HomG(M,−) is exact,
ie given a short exact sequence 0 → M1 → M2 → M3 → 0, the sequence
0 → HomG(M,M1) → HomG(M,M2) → HomG(M,M3) → 0 is exact also. But
0 → HomG(M,M1) → HomG(M,M2) → HomG(M,M3) is always exact. So,
M is projective iff for any surjective f : M2 →M3 and any g : M →M3, there
exists h : M →M2 s.t. g = fh. Pictorially, we have:

M
h

}}zz
zz

zz
zz

g

��
M2

f // M3
// 0

(⇒) Assume M is projective. Let A be a generating set for M and F is the
free G-module on A. Then there is a natural surjection f from F to M . Hence,
by the above remarks, there exists h : M → F s.t. fh = idM . In particular,
h is injective. Hence, we can identify M as a submodule of F and we have
F = ker f ⊕M .
(⇐) Conversely, suppose M is a summand of a free G-module. First, we as-
sume M itself is free (on a set A say). Let f : M2 → M3 be surjective and
g : M → M3. We can define a function h : A → M2 by h(a) = f−1(g(a)) for
some choice of f−1 (exists since f surjective). By the definition of freeness, h
extends to M and g = fh.
In general, assume F = M ⊕ N is free. Let f : M2 → M3 be surjective and
g : M → M3, we can extend g to F . By above, there exists h : F → M2 s.t.
g = fh. We can then restrict h to M and hence the result. 2

Note that this shows the sequence (3) is a projective resolution of Z. In fact,
we could have replaced (3) by any projective resolutions of Z and proposition
2.23 would still hold.

Definition 2.44 The augmentation map is defined to be Z[G] → Z with∑
ngg 7→

∑
ng. The kernel is called the augmentation ideal, denoted by IG.

Remark 2.45 It’s not hard to see that IG is a free Z-module with basis {g −
1|g ∈ G}. Using IG, we can describe H0 as M/IGM = MG = H0(G,M).

If G acts of Z trivially, it turns out that H1(G,Z) is just the abelianisation of
G. We will show this in two steps.
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Lemma 2.46 There is a canonical isomorphism H1(G,Z) ∼−→ IG/I
2
G. Also,

we have Z[G]G ∼= Z.

Proof Note that 0 → IG → Z[G] → Z → 0 is exact. Z[G] is a free Z[G]-module,
hence projective by lemma 2.43. So H1(G,Z[G]) = 0. The long exact sequence
arisen is as follows.

0 = H1(G,Z[G]) → H1(G,Z) → IG/I
2
G → Z[G]/IGZ[G] → Z/IGZ → 0

But IG ↪→ Z[G] induces a zero map IG/I2
G → Z[G]/IGZ[G]. Hence the sequence

above gives 0 → H1(G,Z) → IG/I
2
G → 0 is exact. Hence, H1(G,Z) ∼= IG/I

2
G. It

also gives 0 → Z[G]/IGZ[G] → Z/IGZ → 0 is exact, so Z[G]G = Z[G]/IGZ[G] ∼=
Z/IGZ ∼= Z (as G acts on Z trivially). 2

Lemma 2.47 There is a canonical isomorphism G/Gc → IG/I
2
G where Gc is

the commutator subgroup of G (so Gab = G/Gc).

Proof Define θ : G→ IG/I
2
G by θ(g) = (g − 1) + I2

G. Note that

θ(gh) = gh− 1 + I2
G = (g − 1)(h− 1) + (g − 1) + (h− 1) + I2

G = θ(g) + θ(h)

since (g − 1)(h − 1) ∈ I2
g . So θ is a homomorphism. IG/I

2
G is abelian, so θ

factors through Gab.
Let φ : IG → Gab be the map that sends g − 1 to the class of g.

φ((g − 1)(h− 1)) = φ((gh− 1)− (g − 1)− (h− 1)) = gh · g−1 · h−1Gc = 1

Therefore, φ factors through IG/I
2
G. φ and θ are inverse of each other. Hence

the result. 2

Corollary 2.48 There is a canonical isomorphism H1(G,Z) → Gab.

Proof Combine the two lemmas above. 2

2.4 The Tate Groups

In this section, we will assume G is a finite group throughout. For a G-module,
define the norm map NG : M → M by m 7→

∑
g∈G gm. It is clear that

NG(gm) = gNG(m) = NG(m). Hence ImNG ⊆MG. It’s also clear thatNG(m−
gm) = 0, so IGM ⊆ kerNG. Recall H0(G,M) = M/IGM and H0(G,M) = MG

by remark 2.45 and lemma 2.13. Therefore, NG factors through IGM and it
defines a homomorphism N ′G : H0(G,M) → H0(G,M). So, we can relate the
cohomology groups and the homology groups as follows.

Definition 2.49 For G and M as above, the rth Tate group of G with coeffi-
cients in M is defined to be:

Hr
T (G,M) =


Hr(G,M) r > 0
MG/NG(M) = coker(N ′G) r = 0
kerNG/IGM = ker(N ′G) r = −1
H−r−1(G,M) r < −1
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Given a short exact sequence of G-modules 0 →M1 →M2 →M3 → 0, we have
a commutative diagram as follows.

· · · // H0(G,M1) //

N ′G,1

��

H0(G,M2) //

N ′G,2

��

H0(G,M3) //

N ′G,3

��

0

0 // H0(G,M1) // H0(G,M2) // H0(G,M3) // · · ·

By snake lemma, we have an exact sequence coker(N ′G,1) → coker(N ′G,2) →
coker(N ′G,3) → ker(N ′G,1) → ker(N ′G,2) → ker(N ′G,3). So the norm map enables
us to combine the long exact sequences of cohomology and homology to obtain
the following long exact sequence.

· · ·Hr
T (G,M1) → Hr

T (G,M2) → Hr
T (G,M3) → Hr+1

T (G,M1) → · · ·

Remark 2.50 Most of the results for Hr are still true for Hr
T . For exam-

ple, Shapiro’s lemma and its consequences are true. Res, Cor and Inf are de-
fined for Hr

T and Res ◦ Cor is the mulitplication by (G : H) and Hr
T (G,M) is

killed by |G|. Since we assume G is finite, IndG1 (M) = Z[G] ⊗Z M . We have
Hr
T (G, IndG1 (M)) = 0 for all r ∈ Z. In particular, the technique of dimension

shifting as mentioned in remarks 2.21 and 2.38 can be extended to all r ∈ Z.

Sometimes we will drop the subscript T for simplicity. Although H0 is not the
same as H0

T , we might abuse notations and write H0 for H0
T . We will write NG

for N ′G too. Below are some explicit calculations of Tate groups.

Lemma 2.51 If we regard Q as a G-module where G acts trivially and consider
Z as a submodule of Q, we have the following.

(a) Hr
T (G,Q) = 0 for all r;

(b) H0
T (G,Z) = Z/|G|Z and H1(G,Z) = 0;

(c) There is a canonical isomorphism from Hom(G,Q/Z) to H2(G,Z).

Proof (a) For a non-zero integer m, the multiplication by m on Q is an iso-
morphism. This induces an isomorphism from Hr

T (G,Q) onto itself, given by
multiplication by m. By corollary 2.34, multiplication by |G| is the zero map.
But this map is an isomorphism, so Hr

T (G,Q) = 0.
(b) Since G acts trivally on Z, ZG = Z and NG is the multiplication by |G|.
Hence H0

T (G,Z) = ZG/NG(Z) = Z/|G|Z.
By remark 2.28, H1(G,Z) =Hom(G,Z). But G is a finite group and the
only finite subgroup of Z is 0, so the image of G in Z is always 0. Hence,
Hom(G,Z) = H1(G,Z) = 0.
(c) Consider the short exact sequence 0 → Z → Q → Q/Z → 0, the correspond-
ing long exact sequence gives

H1(G,Q) → H1(G,Q/Z) → H2(G,Z) → H2(G,Q)

16



where the first and last term are 0 by (a). So we have an isomomrphism from
H1(G,Q/Z) to H2(G,Z). As in (b), we have G acting on Q/Z trivially, so
H1(G,Q/Z) =Hom(G,Q/Z), hence we have the isomorphism as claimed. 2

Proposition 2.52 If G is cyclic, then for any G-module M , there is an iso-
morphism Hr

T (G,M) → Hr+2
T (G,M) for all r.

Proof Let g be a generator of G. Then the sequence

0 → Z → Z[G]
g−1−→ Z[G] α→ Z → 0

is exact where α is the augmentation map. The groups above are free Z-modules
and so is the kernel of α, ie the augmentation ideal. Hence, the sequence is
still exact when tensored with M . We have the following exact sequence of
G-modules.

0 →M → Z[G]⊗Z M → Z[G]⊗Z M →M → 0

But Hr
T (G,Z[G]⊗ZM) = 0 for all r ∈ Z by remark 2.50. By dimension shifting,

we have the isomorphisms claimed. 2

Therefore, for a cyclic group G, if we know what H0
T and H1

T are, we know
everything about the Tate groups. This leads us to give the following definition.

Definition 2.53 Let G be a finite cyclic group, M a G-module. If Hr
T (G,M)

are finite for r = 0, 1, the Herbrand quotient is defined to be h(M) =
|H0

T (G,M)|
|H1

T (G,M)|
.

Lemma 2.54 Let 0 → A1 → A2 → · · · → Ar → 0 be an exact sequence of
finite groups, then |A1| × |A3| × · · · = |A2| × |A4| × · · ·.

Proof We can break up the sequence into short exact sequences 0 → A0 →
A1 → C1 → 0, 0 → C1 → A2 → C2 → 0,. . .,0 → Cr−1 → Ar−1 → Ar → 0
where Ci =coker(Ai−1 → Ai) = ker(Ai+1 → Ai+2). Hence |A0||C1| = |A1|,
|C1||C2| = |A2|, etc. Cancelling the |Ci|’s gives the result. 2

Proposition 2.55 Let G be a cyclic group and 0 → M1 → M2 → M3 → 0
an exact sequence of G-modules. If any two of the Herbrand quotients h(M1),
h(M2) and h(M3) are defined, then so is the third and h(M2) = h(M1)h(M3).

Proof We truncate the long exact sequence of Tate groups into the follow-
ing. 0 → K → H0(M1) → H0(M2) → H0(M3) → H1(M1) → H1(M2) →
H1(M3) → K ′ → 0 where we dropped the G’s in our notation for simplicity and
K =coker(H−1(M2) → H−1(M3)), K ′ =coker(H1(M2) → H1(M3)). Hence, by
exactness, if two pairs of the H0’s and H1’s are finite, so are the other terms.
Hence the first part of the statement. By proposition 2.52, K ∼= K ′ since G is
cyclic. We obtain the second part of the statement by lemma 2.54. 2
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Proposition 2.56 If G is a finite cyclic group, M a finite G-module, then
h(M) = 1.

Proof Since M is finite, so are MG and MG. Let g be a generator of G, then we
have an exact sequence 0 →MG →M

g−1−→M →MG → 0. Hence |MG| = |MG|
by lemma 2.54. Recall H0(G,M) = coker(NG) and H−1(G,M) = ker(NG). So,
we have

0 → H−1(G,M) →MG
NG−→MG → H0(G,M) → 0

is exact. Agian, by lemma 2.54, we have |H0(G,M)| = |H−1(G,M)|. By
proposition 2.52, |H−1(G,M)| = |H1(G,M)|. Therefore, we have |H0(M)| =
|H1(M)|, hence the result. 2

Corollary 2.57 Let α : M → N be a homomorphism of G-modules with finite
kernel and cokernel. If either h(M) or h(N) is defined, then so is the other and
they are equal

Proof Consider the following exact sequences.

0 → α(M) → N → coker(α) → 0 and 0 → ker(α) →M → α(M) → 0

By proposition 2.56, h(cokerα) = h(kerα) = 1. If h(N) is defined, proposition
2.55 applied to the first sequence shows that h(αM) is defined and equals h(N).
Consider the second sequence, we have h(M) = h(αM), again by proposition
2.55. So h(M) = h(N).
Similary, if h(M) is defined, then h(αM) = h(M) from the second sequence and
h(N) = h(αM) from the first sequence. 2

We will make use of Herbrand quotients to prove results on cyclic extensions
later. Now, we will prove Tate’s theorem. The version we use here is slightly
weaker than the one in [3]. Nevertheless, it is a very powerful result because it
relates the Tate groups of Z to a large class of G-modules which we will consider
later.

Theorem 2.58 If M is a G-module and H1(H,M) = H2(H,M) = 0 for all
subgroup H of G, then Hr(G,M) = 0 for all r ∈ Z.

Proof We consider three cases.
Case 0: G is cyclic. The result follows immediately from the isomorphisms in
proposition 2.52.
Case 1: G is soluble. Let H be a proper normal subgroup s.t. G/H is cyclic.
|H| < |G|, so by induction Hr(H,M) = 0 for all r. Hence, for r > 0, we have
the inflation-restriction exact sequence:

0 → Hr(G/H,MH) Inf−→ Hr(G,M) Res−→ Hr(H,M)

H1(G,M) = H2(G,M) = 0, so H1(G/H,MH) = H2(G/H,MH) = 0. But
G/H is cyclic, so Hr(G/H,MH) = 0 for all r by case 0. Hence the exact
sequence above implies Hr(G,M) = 0 for r > 0.
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By remark 2.50, we have Hr(H,M) ∼= Hr−1(H, IndG1 M/M) for all r and H.
Hence by the results for r > 0 applied to IndG1 M/M , we have H0(G,M) ∼=
H1(G, IndG1 M/M) = 0. Using the same argument, we can show Hr(G,M) = 0
for all r < 0 inductively.
Case 2: G any finite group. Fix a prime p. Let Gp be a Sylow p-subgroup of G.
Then Gp is soluble. Case 1 implies that Hr(Gp,M) = 0 for all r. By corollary
2.35, elements in Hr(G,M) of order of prime powers must be 0, so Hr(G,M)
itself is 0. 2

Theorem 2.59 (Tate) Let M be a G-module. Suppose that for all subgroups
H of G, we have

(a) H1(H,M) = 0, and

(b) H2(H,M) is a cyclic group of order |H|.

Then there is an isomorphism from Hr(G,Z) to Hr+2(G,M).

Proof The idea is to extend M to another G-module M ′ which satisfies the
condtions of theorem 2.58. Then Hr

T (G,M ′) = 0 for all r and we will then use
dimension shifting to relate Hr+2(G,M) and Hr(G,Z).
By (b), H2(G,M) is cyclic of order |G|. Let γ be a generator of H2(G,M). For
a subgroup H of G, Cor◦Res= (G : H) = |G|/|H|. But H2(H,M) is cyclic of
order |H|, so Res(γ) generates H2(H,M).
Let f be a 2-cochain in ker d3 as in definition 2.25 representing the class of γ in
H2(G,M). Let M ′ = M ⊕Z[X] where X = {xg|g ∈ G−{1}}. The action of G
on M extends to M ′ by setting g · xh = xgh − xg + f(g, h) with x1 = f(1, 1). It
is not hard to check that this does define an action on M ′ using the condition
on f ∈ ker d3.
The inclusion M ↪→M ′ induces a homomorphism H2(G,M) → H2(G,M ′). Let
f ′ be the 1-cochain which sends g to xg. Then (d2f ′)(g, h) = gf ′(h)− f ′(gh) +
f ′(g) = gxh − xgh + xg = f(g, h). Hence f : G2 → M ↪→ M ′ is in Im d2. So γ
is mapped to zero in H2(G,M ′).
Claim H1(H,M ′) = H2(H,M ′) = 0 for all subgroups H of G.
Proof of claim Recall we have an exact sequence

0 → IG → Z[G] → Z → 0 (6)

But Hr(H,Z[G]) = 0 for all r by remark 2.50, so the long exact sequence of Tate
groups gives isomorphisms H1(H, IG) ∼= H0(H,Z) ∼= Z/|H|Z and H2(H, IG) ∼=
H1(H,Z) = 0 (∗) by lemma 2.51. In particular, |H1(H, IG)| = |H| (†).
Define α : M ′ → Z[G] by α(m) = 0 for m ∈ M and α(xg) = g − 1. Then we
have a short exact sequence of G-modules as follows.

0 →M →M ′
α→ IG → 0 (7)

But H1(H,M) = H2(H, IG) = 0 by (a) and (∗), so the long exact sequence
arisen gives

0 → H1(H,M ′) → H1(H, IG) → H2(H,M) → H2(H,M ′) → 0
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is exact. As noted above, H2(H,M) is generated by Res(γ), but γ is mapped
to 0 in H2(G,M ′). So, the map H2(H,M) → H2(H,M ′) is 0 also. Hence
H1(H, IG) → H2(H,M) is onto. Hypothesis (b) says that |H2(H,M)| = |H|.
But we have |H1(H, IG)| = |H| by (†). So this map is an isomorphism. Hence
the kernel (H1(H,M ′)) and the cokernel (H2(H,M ′)) are both 0. Hence the
claim.
With this claim, we can apply theorem 2.58 and get Hr(H,M ′) = 0 for all r.
Now, if we combine the exact sequences (6) and (7), we have an exact sequence

0 →M →M ′ → Z[G] → Z → 0

with Hr(G,M ′) = Hr(G,Z[G]) = 0 for all r. Hence, we have the isomorphisms
claimed by dimension shifting on Tate groups. 2

2.5 Profinite Groups

It turns out that considering finite groups alone isn’t enough. For example,
Gal(K̄/K) is in general not a finite group. However, it can be constructed
from finite Galois groups since K̄ = ∪L where L runs through the finite Galois
extensions of K. We will make this idea precise below.

Definition 2.60 Let I be a directed partially ordered set. Assume {Gi|i ∈ I}
is a set of groups together with homomorphisms αij : Gj → Gi for all i ≤ j
satisfying

(a) αii = id ∀i ∈ I, and

(b) αij ◦ αjk = αik whenever i ≤ j ≤ k.

The family (Gi, αij) is called a inverse system.

Let (Gi, αij) be a inverse system. We would like to in some sense glue the Gi’s
together. To be precise, we define the inverse limit of the inverse system to be
{(gi) ∈

∏
i∈I

Gi|αij(gj) = gi∀i ≤ j}, denoted by lim
←
Gi. If each Gi has a topology

and all αij are continuous, then the inverse limit is a closed subspace in the
product space. In fact, we can always give a discrete topology on the Gi’s.
This is of particular importance if they are finite since each Gi will be compact
Hausdorff, and so will be the inverse limit. We give the following definition.

Definition 2.61 A topological group is called a profinite group if it is the
inverse limit of an inverse system of finite groups (each equipped with discrete
topology).

Lemma 2.62 If G is a profinite group, then the open normal subgroups of G
form a fundamental system of neighbourhoods of 1.

Proof Let G = lim
←
Gi. If πi : G→ Gi is the natural projection of the product

space restricted to G, πi is a continuous homomorphism. Hence, kerπi is an
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open normal subgroup of G. But the topology of G is induced from the discrete
topology on theGi’s, so an open neighbourhood of 1 contains a finite intersection
of kerπi. Hence the result. 2

Example 2.63 If K is a local field, then the ring of integers OK is a profinite
group since it is isomorphic to lim

←
OK/πnOK (x 7→ (x + πnOK)n) where π is

a uniformiser. In particular, from the proof above, πnOK form a fundamental
system of neighbourhoods of 0.

Conversely, if G is any topological group and {Ni|i ∈ I} is a set of normal
subgroups of finite index, the profinite group lim

←
G/N is the completion of G

where the Ni’s are ordered by reverse inclusion.

Back to Gal(K̄/K). Let K ≤ L1 ≤ L2 be a tower of finite Galois extensions.
There is a natural map from Gal(L2/K) to Gal(L1/K) by restriction. This gives
an inverse system of finite Galois groups. Let G be the corresponding inverse
limit. Moreover, Gal(K̄/K)/Gal(K̄/L) ∼= Gal(L/K), this gives an isomorphism
G ∼= Gal(K̄/K). Therefore, Gal(K̄/K) is a profinite group.

Analogously, we define direct system and direct limit as follows.

Definition 2.64 Let I be a directed partially ordered set. Assume {Gi|i ∈ I}
is a set of abelian groups together with homomorphisms αji : Gi → Gj for all
i ≤ j satisfying

(a) αii = id ∀i ∈ I, and

(b) αkj ◦ αji = αki whenever i ≤ j ≤ k.

The family (Gi, αij) is called a direct system.

Given a direct system (Gi, αij), define an equivalence relation on tGi so that
gi ∈ Gi is equivalent to gj ∈ Gj iff αki(gi) = αkj(gj) for some k ≥ i, j.
The corresponding quotient set is called the direct limit of Gi, denoted by
lim
−→

Gi. Given two direct systems (Gi, αij) and (Hi, βij), with homomorphisms
fi : Gi → Hi s.t. fjαji = βjifi for all i ≤ j, these fi’s define a homomorphism
f : lim
−→

Gi → lim
−→

Gi.

Let (Gi, αij), (Hi, βij), (Ki, γij) be direct systems with Gi
fi→ Hi

gi→ Ki ex-

act for all i ∈ I. Then we can define lim
−→

Gi
f→ lim
−→

Hi
g→ lim
−→

Ki. It turns out to
be exact. A similar statement can be made about inverse limits.

Remark 2.65 Therefore, the formation of direct limits commutes with the pas-
sage to cohomology in complexes.

We refine our definition of G-modules for a profinite group as follows.
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Definition 2.66 Let G be a profinite group. A G-module M is an abelian
group equipped with the discrete topology, together with a continuous action of
G on M .

We can define cohomology groups Hr
cts(G,M) by taking injective resolutions,

just as before. The groups can be calculated using continuous cochains, ie con-
tinuous maps from Gr to M . We denote the set of such cochains by Crcts(G,M).
We have dr+1 : Crcts(G,M) → Cr+1

cts (G,M) as before. It turns out that the co-
homology of profinite groups is just the direct limit of the cohomology of finite
groups. It can be shown by the following lemma.

Lemma 2.67 Let f be a continuous r-cochain, then f arises from an element
in Cr(G/H,MH) for some open normal subgroup H of G by inflation.

Proof Let f : Gr → M be a continuous r-cochain. Then f(Gr) is compact
because Gr is. But M is discrete, hence f(Gr) is finite. The stabliser of a point
in M is an open normal subgroup of G. So f(Gr) is contained in MH0 where
H0 is the intersection of the stablisers of elements of f(Gr). Note that H0 is
open normal in G.
f−1(m) is open for each m ∈ f(Gr), hence contains the translation of some
Hr
m, where Hm is an open normal subgroup of G. Let H1 be the intersection

of these Hm’s. Then H1 is open normal and f factors through (G/H1)r. If
H = H0 ∩H1, then f arises by inflation from an r-cochain on G/H with values
in MH . 2

Proposition 2.68 The maps Inf : Hr(G/H,MH) → Hr
cts(G,M) realise the

group Hr
cts(G,M) as the direct limit of the groups Hr(G/H,MH) as H runs

through the open normal subgroups H of G.

Proof If H1 ≤ H2 are open normal subgroups, we have the natural map
G/H1 → G/H2 and inflation map Cr(G/H2,M

H
2 ) → Cr(G/H1,M

H
1 ) since

(G/H1)/(H2/H1) ∼= G/H2. So, we get a direct system. Lemma 2.67 implies
that the corresponding direct limit is indeed Crcts(G,M). Now, take cohomology
and we obtain the result by remark 2.65. 2

We sometimes drop the cts subscript for simplicity. What the proposition says
is that Hr(lim

←
Gi,M) = lim

→
Hr(Gi,MGi). If M itself is a direct limit, we have

the following.

Proposition 2.69 Let G be a profinite group, and let M be a G-module. If
M = lim

−→
Mi where Mi are submodules of M ordered by inclusion, then we have

Hr(G,M) = lim
−→

Hr(G,Mi).

Proof As before, if f is a continuous r-cochain, its image is finite. Hence it’s
contained in some Mi as the Mi’s form a direct system ordered by inclusion (for
any Mi1 ,Mi2 , . . . ,Mik , there is Mj containing all Mi1 ,Mi2 , . . . ,Mik by induc-
tion).
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Therefore, Cr(G,M) = lim
−→

Cr(G,Mi). Hence by remark 2.65, we have the re-
sult. 2

Finally, we introduce a result on cohomology triviality. The idea is that we
can show a G-module has trivial cohomology via filtration. We will use this
result later on.

Proposition 2.70 Let G be a finite group, M a G-module, M i, i ≥ 0 a de-
scending chain of submodules s.t. M0 = M and M = lim

←
M/M i. If r > 0 and

Hr(G,M i/M i+1) = 0 for all i, then Hr(G,M) = 0.

Proof If f is a r-cochain ∈ ker dr+1 with values in M , there is a (r−1)-cochain
g1 s.t. f = drg1 + f1 where f1 takes values in M1 since Hr(G,M/M1) = 0.
Inductively, we construct fn, gn s.t. fn = drgn+1 + fn+1 where fn ∈ ker dr+1

with values in Mn and gn is a (r − 1)-cochain with values in Mn−1. Let g =
g1 + g2 + · · ·, this converges by the assumption on the inverse limit. It defines a
(r − 1)-cochain with values in M and f = drg by continuity. Hence f ∈ Imdr,
so Hr(G,M) = 0 2

3 Reciprocity Law

In this section, we will use cohomology to prove the existence in theorem 1.1.
Throughout this section, unless otherwise stated, K will always be a fixed local
field. OK denotes the ring of integers and MK denotes the unique maximal
ideal of OK . Results on local fields can be found in [2].

Given a finite Galois extension L of K, if G = Gal(L/K), G acts on L and
L×. So, L and L× are natuarally G-modules. Note that the norm map NG
we used in the last section to define the Tate groups now become TrL/K and
(NL/K)|L× respectively. We will see that H1(G,L×) is always trivial, so we will
be more interested in H2(G,L×). To simplify notations, we write H2(L/K) for
H2(G,L×).

3.1 Cohomology of Local Fields

Using the description of H1 by crossed homomorphisms in the previous sections,
we can show that H1(G,L×) = 0 as claimed above.

Theorem 3.1 (Hilbert’s Theorem 90) Let L/K be a finite Galois extension
with Galois group G, then H1(G,L×) = 0.

Proof Recall H1(G,L×) = {crossed homos}/{principal crossed homos}. Let
f : G → L× be a crossed homomorphism, ie f(g′g) = (g′f(g))f(g′) for all
g, g′ ∈ G.
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For a ∈ L×, let b =
∑
g∈G f(g)−1(ga). For a fixed g′ ∈ G, we have

g′b =
∑
g∈G

(g′f(g))−1(g′ga)

= f(g′)
∑
g∈G

f(g′g)−1(g′ga) (since f is a crossed homo)

= f(g′)b

By the independence of characters, there exists a s.t. b 6= 0. Hence f(g) = g·b/b,
ie f is principal. Therefore, H1(G,L×) = 0. 2

This is a very useful result as we will see later on. Our first application is
to apply it to he inflation-restriction sequence to say something about H2.

Lemma 3.2 If E ⊇ L ⊇ K is a tower of Galois extension, then there is an
exact sequence 0 → H2(L/K) Inf−→ H2(E/K) Res−→ H2(E/L).

Proof By the fundamental theorem of Galois theory, H = Gal(E/L) is a
normal subgroup of G = Gal(E/K) and G/H = Gal(L/K). By theorem
3.1, H1(H,E×) = 0. Hence, by proposition 2.37, there is an exact sequence
0 → H2(G/H, (E×)H) → H2(G,E×) → H2(H,E×). This gives the exact se-
quence claimed since (E×)H = L× by the Galois correspondence. 2

In fact, the cohomology of L is even simplier than that of L×. H0(G,L) =
LG = K as usual. For cohomology in positive dimensions, we have the follow-
ing.

Proposition 3.3 Let L/K be a finite Galois extension of a local field with
Galois group G, then Hr(G,L) = 0 for all r > 0.

Proof By the normal basis theorem, there exists α ∈ L s.t. {gα|g ∈ G} gives a
basis of L over K. So L ∼= K[G] as a G-module. But we have K[G] =IndG1 K,
so Hr(G,L) = Hr(1,K) = 0 for r > 0 by Shapiro’s lemma and lemma 2.15. 2

We now turn our attention to unramified extensions. Recall from local fields,
we have the following.

Theorem 3.4 If L/K is a finite unramified extension, then OL = OK [α] for
any α s.t. ᾱ generates kL over kK .

Lemma 3.5 Let L/K be a finite unramified extension, then L/K is Galois iff
kL/kK is Galois. Moreover, in this case, Gal(L/K) ∼= Gal(kL/kK).

If L/K is a finite unramified extension inside Kal (recall Kal is a fixed separa-
ble algebraic closure of K), then L/K is Galois and Gal(L/K) ∼= Gal(kL/kK).
Since kK is finite, and kL/kK is a finite extension, G = Gal(L/K) is cyclic, gen-
erated by the Frobenius map x 7→ xq where q = |kK |. We denote this element
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by FrobL/K .

We write UL for the group of units in L and U
(m)
L = 1 + Mm

L . Recall from
local fields that we have UL/U

(1)
L

∼= k×L and U
(m)
L /U

(m+1)
L

∼= kL as G-modules.
As shown below, both have trivial Tate groups.

Lemma 3.6 With the above notations, Hr
T (G, k×L ) = 0 for all r. In particular,

the norm map k×L → k×K is surjective.

Proof By theorem 3.1, H1
T (G, k×L ) = 0. Note that G is cyclic. By proposition

2.56, h(k×L ) = 1. So H0
T (G, k×L ) = 0 too. Hence, by proposition 2.52, all the

Hr
T ’s are 0.

H0
T (G, k×L ) = (k×L )G/NL/K(k×L ) by definition. But (k×L )G = k×K . SoH0

T (G, k×L ) =
0 implies NL/K : k×L → k×K is surjective. 2

Lemma 3.7 With the above notations, Hr
T (G, kL) = 0 for all r. In particular,

the trace map kL → kK is surjective.

Proof As in the proof of proposition 3.3, we can show that Hr(G, kL) = 0 for
all r > 0. Hence proposition 2.52 proves the first statement. Similar to the
proof of lemma above, H0

T = 0 implies the surjectivity claimed. 2

Using these two results, we can show that UL itself has trivial cohomology
in positive dimensions by proposition 2.70. In fact, all Tate groups are trivial.
We prove this in two steps.

Proposition 3.8 For any finite unramified extension L/K, the norm map re-
stricted to UL, NL/K : UL → UK is surjective.

Proof Let u ∈ UK . Then by lemma 3.6 and UK/U
(1)
K

∼= k×K , there exists
v0 ∈ UL s.t. NL/K(v0) ≡ u modU (1)

K .
Note that under the isomorphism U

(m)
L /U

(m+1)
L

∼= kL, multiplication on the left
corresponds to addition on the right. So the norm map on the left corresponds
to the trace map on the right, which is surjective by lemma 3.7. Hence, there
exists v1 ∈ U

(1)
L s.t. NL/K ≡ u/NL/K(v0) modU (2)

K . Continue inductively, we
have a sequence (vn) where vn ∈ U

(n)
L and u/NL/K(v0 · · · vn) ∈ U

(n+1)
K . Let

v = lim
n→∞

n∏
i=1

vi. Then u/NL/K(v) ∈ U
(n)
K for all n, hence it can only be 1. So

NL/K(v) = u. 2

Proposition 3.9 Let L/K be a finite unramified extension with Galois group
G. Then Hr

T (G,UL) = 0 for all r.

Proof If π is a uniformiser of K, it’s also a uniformiser of L. So, L× ∼= UL×πZ

and G acts trivially on πZ ∼= Z. By remark 2.18, Hr(G,L×) = Hr(G,UL) ×
Hr(G, πZ). By theorem 3.1, H1(G,L×) = 0, so H1(G,UL) = 0. By proposition
3.8, H0

T (G,UL) = UK/NL/K(UL) = 0. But G is cyclic, hence the result by
proposition 2.52. 2
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Remark 3.10 If L/K is an infinite unramified extension, Hr(G,UL) = 0 for
all r > 0 by taking direct limit in proposition 3.9. This enables us to work out
Hr(G,L×) as below.

Lemma 3.11 Let L be an unramified extension of K (possibly infinite), G =
Gal(L/K), then Hr(G,L×) ∼= Hr(G,Z) for all r > 0.

Proof As above, Hr(G,L×) = Hr(G,UL) × Hr(G, πZ). But we have shown
that Hr(G,UL) = 0 for all r > 0, hence the isomorphisms claimed. 2

3.2 The Invariant Map

We will now define the invariant map for an unramified extension which we
will extend to a general extension later. It will eventually enable us to define a
map which satisfies the conditions in theorem 1.1 proving the existence of φK
as claimed.

We noted in the proof of lemma 2.51 that Hom(G,Q/Z) = H1(G,Q/Z) for any
G acting on Q trivially. For L/K an unramified extension, with G = Gal(L/K),
G is generated by σ =FrobK , the Frobenius map. Hence, we have a homo-
morphism from Hom(G,Q/Z) to Q/Z by sending f to f(σ). On the other
hand, we showed that Hr(G,Q) = 0 for all r, so the long exact sequence
arises from the short exact sequence 0 → Z → Q → Q/Z → 0 gives an
isomorphism δ : H1(G,Q/Z) → H2(G,Z). Finally, we have an isomorphism
θ : H2(L/K) → H2(G,Z) induced by ordL by lemma 3.11. Putting all these
together, we have the following definition.

Definition 3.12 The composition map from H2(L/K) to Q/Z defined below is
called the invariant map of L/K.

H2(L/K) θ→ H2(G,Z) δ
−1

→ H1(G,Q/Z) = Hom(G,Q/Z)
f 7→f(σ)−→ Q/Z

We denote this map by invL/K : H2(L/K) → Q/Z.

Since G is cyclic of order n := [L : K], generated by σ, the valuation map

Hom(G,Q/Z) → Q/Z is injective with image
1
n

Z/Z. Since δ and θ are both
isomorphisms, invL/K defines an injective homomorphism with the same image.

Note that the composite of two finite unramified extensions of K is again un-
ramified (as the value group will stay the same). Hence, the union of all finite
unramified extensions of K is an infinite unramified extension of K. We de-
note this field by Kun. Now, consider the corresponding residue field kKun . It
is the union of all the finite extensions of kK , hence it’s just k̄K . Moreover,
Gal(Kun/K) ∼=Gal(k̄K/kK) ∼= (FrobK)Ẑ where FrobK : x 7→ xq.

Remark 3.13 Explicitly, we have Kun = ∪p-mK(µm) where p = char(kK).
By the following lemma, we can in fact extend the invariant maps of finite
unramified extensions to Kun
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Lemma 3.14 There is a canonical isomorphism invK : H2(Kun/K) → Q/Z.

Proof Let E ⊇ L ⊇ K be a tower of unramified extensions. Since all the maps
in the definition of inv are compatible with Inf, the following diagram commutes.

H2(L/K)

Inf

��

invL/K// Q/Z

id

��
H2(E/K)

invE/K// Q/Z

As remarked above, if [L : K] = n, then H2(L/K) is isomorphic to its im-
age under invL/K , 1

nZ/Z inside Q/Z. So, by taking direct limit, we have the
isomorphism claimed. 2

Definition 3.15 The map invK defined above is called the invariant map of
K.

Given an extension L/K, we can relate the two invariant maps invK and invL
as follows.

Proposition 3.16 Let L be a finite extension of K of degree n. There is a
commutative diagram as shown below.

H2(Kun/K) Res //

invK

��

H2(Lun/L)

invL

��
Q/Z n // Q/Z

Proof Since Kun and Lun are obtained from adjoining roots of unity, we have
Lun = L · Kun. Hence τ 7→ τ |Kun defines an injection from Gal(Lun/L) to
Gal(Kun/K). This gives the homomorphism Res in the diagram.
For simplicity, write GK =Gal(Kun/K) and GL =Gal(Lun/L). Let e and f be
the ramification index and the residue degree of L/K respectively. Consider the
following diagram where the horizontal rows are just the invariant maps invK
and invL respectively.

H2(Kun/K) θ //

Res

��

H2(GK ,Z) δ−1
//

eRes

��

H1(GK ,Q/Z) //

eRes

��

Q/Z

n

��
H2(Lun/L) θ // H2(GL,Z) δ−1

// H1(GL,Q/Z) // Q/Z

The first square commutes because it can be obtained from the following com-
mutative diagram.

(Kun)×
ordK //

��

Z

e

��
(Lun)×

ordL // Z
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The second square commutes because the restriction map commutes with the
boundary map (ie δ) in the long exact sequence. For the third square, consider
the following.

Hom(GK ,Q/Z)
φ7→φ(σ)//

φ7→φ|GL

��

Q/Z

f

��
Hom(GL,Q/Z)

φ7→φ(σ)// Q/Z

where σ denotes both the Frobenius map of K and L. Since |kL| = |kK |f ,
(FrobL)|K =FrobfK . The above diagram commutes. By multiplying e, we have
the third square commutes as well. This proves the proposition. 2

3.3 Extending the Invariant Map

In this section, we will extend the invariant map invK : H2(Kun/K) → Q/Z
defined above to H2(Kal/K). To do this, we show that H2(L/K) lies inside
H2(Kun/K) for any finite Galois extension L/K. In other words, H2(Kun/K)
is in fact H2(Kal/K). We establish this embedding in several steps.

Lemma 3.17 If L/K is Galois of degree n, then H2(L/K) has a subgroup of
order n.

Proof Consider the following diagram.

0 // ker(Res) //

��

H2(Kun/K) Res //

Inf

��

H2(Lun/L)

Inf

��
0 // H2(L/K) // H2(Kal/K) Res // H2(Kal/L)

Since the two vertical inflation maps are injective (by considering continu-
ous cochains), the first vertical map is injective also. Consider the commu-
tative diagram in proposition 3.16. invK and invL are both isomorphisms, so
ker(Res) ∼= 1

nZ/Z. But it is embedded in H2(L/K). This proves the lemma. 2

Lemma 3.18 Let L/K be a finite Galois extension with G = Gal(L/K). Then
there exists an open subgroup V of UL which is also a G-module s.t. Hr(G,V ) =
0 for all r > 0.

Proof Let x ∈ L be s.t. {gx|g ∈ G} gives a basis for L over K. If d is a common
denominator of these gx’s, then we can replace x by dx, ie we may assume this
basis is in OL. Let A =

∑
OK(gx). It is stable under the action of G and is

open in OL. 0 ∈ A, so there exists n s.t. πnLOL ⊆ A by example 2.63. Hence,
πnKOL ⊆ A as ordL(πK) ≥ 1. Let M = πn+1

K A, then V := 1 + M is an open
subgroup of UL which is stable under G.
It remains to show that Hr(G,V ) = 0 for r > 0. The strategy is to apply
proposition 2.70, so we define a filtration by V i := 1 + πiKM for i ≥ 0 and we
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need to show V i/V i+1 has trivial cohomology. Define θ : V i → M/πKM by
θ(1 + πiKβ) = β + πKM where β ∈M .
Claim θ is a homomorphism.
Proof of claim If β1, β2 ∈ M = πn+1

K A ⊆ πn+1
K OL, then β1β2 ∈ π2n+2

K OL ⊆
πn+2
K A = πKM . Hence, we have:

θ(1 + πiKβ1)(1 + πiKβ2) = θ(1 + πiK(β1 + β2 + πiKβ1β2))
= β1 + β2 + πiKβ1β2 + πKM

= β1 + β2 + πKM

= θ(1 + πiKβ1) + θ(1 + πiKβ2)

Hence the claim.
Note that θ(1 + πiKβ) = 0 iff β ∈ πKM iff 1 + πiKβ ∈ V i+1, so ker θ = V i+1.
Hence, V i/V i+1 ∼= M/πKM .
But M = πn+1

K A, so M ∼= A and M/πKM ∼= A/πKA as G-modules. A =∑
OK(gx), so A/πKA =

∑
kK(gx) ∼= kK [G] ∼= IndG1 (kK). Therefore, we have

Hr(G,M/πKM) = Hr(G,V i/V i+1) = 0 for all r > 0 by corollary 2.17. Hence,
we are done by proposition 2.70. 2

Lemma 3.19 Let L/K be a cyclic extension of degree n, then h(UL) = 1 and
h(L×) = n.

Proof Let V be an open subgroup of UL given by lemma 3.18. So, H1
T (G,V ) =

H2
T (G,V ) = 0. But G is cyclic, so H0

T (G,V ) = H2
T (G,V ) = 0 by proposition

2.52. Hence, h(V ) is defined and is equal to 1. Since UL is compact, UL/V is
finite. Apply corollary 2.57 to the inclusion V ↪→ UL, we get h(UL) = h(V ) = 1,
ie first half of the lemma.
Consider the exact sequence 0 → UL → L×

ordL−→ Z → 0, we have h(L×) =
h(UL)h(Z) by proposition 2.55. By lemma 2.51(b), we have h(Z) = n. Hence,
h(L×) = n. 2

Lemma 3.20 Let L be a finite Galois extension of K of order n, then H2(L/K)
has order n.

Proof If G is cyclic, then by proposition 2.52, H2(L/K) ∼= H0
T (G,L×). Lemma

3.19 says that h(L×) = |H0
T (G,L×)|/|H1

T (G,L×)| = n. Theorem 3.1 says that
H1
T (G,L×) = 0, hence |H0

T (G,L×)| = |H2(L/K)| = n.
For a general G, we proceed by induction. Since K is a local field, Gal(L/K)
is soluble. If L/K is not cyclic, there exists a tower of Galois extensions L )
K ′ ) K. By lemma 3.2, we have an exact sequence

0 → H2(K ′/K) → H2(L/K) → H2(L/K ′)

Hence |H2(L/K)| ≤ |H2(K ′/K)||H2(L/K ′)| = [K ′ : K][L : K ′] = n by in-
duction. By lemma 3.17, H2(L/K) has a subgroup of order n. Hence equality
holds. 2
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Remark 3.21 In particular, the subgroup of order n of H2(L/K)obtained in
lemma 3.17 is in fact the whole group. So, H2(L/K) ⊆ H2(Kun/K) as we
claimed earlier. We can now extend invK as follows.

Theorem 3.22 There exists a canonical isomorphism invK : H2(Kal/K) →
Q/Z.

Proof If L/K is a finite extension, the subgroup H2(L/K) of H2(Kal/K) is
contained in H2(Kun/K) by remark 3.21. But H2(Kal/K) = ∪H2(L/K) where
L runs through all finite extensions of K, so the inflation map H2(Kun/K) →
H2(Kal/K) is an isomorphism. Hence the invariant map extends as required.
2

Remark 3.23 By the diagrams in lemma 3.17 and lemma 3.16, if [L : K] = n,
the following diagram commutes.

0 // H2(L/K) //

invL/K

��

H2(Kal/K) Res //

invK

��

H2(Kal/L)

invL

��
0 // 1

nZ/Z // Q/Z n // Q/Z

3.4 Reciprocity Law

We have seen that if L/K is a Galois extension of degree n, H2(L/K) is cyclic
of order n. It is identified with 1

nZ/Z inside Q/Z via invL/K . We will look into
how the generators for a tower of extensions are related to each other.

Definition 3.24 With the notations above, we write uL/K for the element in
H2(L/K) corresponding to 1

nmod Z. This element is called the fundamental
class of the extension L/K.

Lemma 3.25 Let E ⊇ L ⊇ K be a tower of finite Galois extensions. Then
Res(uE/K) = uE/L and Inf(uL/K) = [E : L]uE/K .

Proof Recall we have an exact sequence

0 → H2(L/K) Inf−→ H2(E/K) Res−→ H2(E/L)

from lemma 3.2. If we combine this with the commutative diagram in the proof
of lemma 3.14 and the second square in the diagram of remark 3.23, we have
the following commutes.

0 // H2(L/K) Inf //

invL/K

��

H2(E/K)

invE/K

��

Res // H2(E/L)

invE/L

��
0 // 1

[L:K]Z/Z
id // 1

[E:K]Z/Z
[L:K] // 1

[E:L]Z/Z
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But [L : K] · 1
[E : K]

=
1

[E : L]
and

1
[L : K]

= [E : L] · 1
[E : K]

by the tower

law, so Res(uE/K) = uE/L and Inf(uL/K) = [E : L]uE/K . 2

In lemma 3.11, we described the cohomology of L× by that of Z if L/K is
an unramified extension. In fact, the same can be done for a general finite
Galois extension as shown below.

Lemma 3.26 Let L/K be a finite Galois extension with Galois group G. For
all r there exists a canonical isomorphism Hr

T (G,Z) → Hr+2
T (G,L×).

Proof If H is a subgroup of G, then H1(H,L×) = 0 by theorem 3.1. The
isomorphism invL/K shows that H2(L/LH) = H2(H,L×) is cyclic of order |H|.
Hence, by theorem 2.59, for all r, there is a canonical isomorphism Hr

T (G,Z) to
Hr+2
T (G,L×).

Corollary 3.27 There is a canonical isomorphism Gab → K×/NL/K(L×).

Proof Take r = −2 above. By corollary 2.48, there is a canonical isomorphism
from H−2

T (G,Z) to Gab. By definition, H0
T (G,L×) = K×/NL/K(L×). Hence

the result. 2

In particular, if G itself is abelian, Gab is just G. The map above gives the
isomorphism stated in theorem 1.1(b).

Definition 3.28 For a finite abelian extension L/K, define the local Artin
map ϕL/K : K×/NL/K(L×) → Gal(L/K) to be the inverse of the isomorphism
in corollary 3.27.

Proposition 3.29 If E ⊇ L ⊇ K is a tower of finite abelian extensions of K,
then ϕE/K(a)|L = ϕL/K(a) for all a ∈ K×.

Proof This can be checked directly from the definition of the local Artin
maps. Note that the map ϕE/K(·)|L corresponds to inflation from Gal(L/K) ∼=
Gal(E/K)/Gal(E/L) to Gal(E/K) in cohomology. The Galois group is just
H−2 which is isomorphic to H2, a cyclic group as in definition 3.24. We have
Inf(uL/K) = [E : L]uE/K by lemma 3.25, so ϕE/K(·)|L identifies Gal(E/K)
inside Gal(L/K) as required. 2

This enables us to give the following definition.

Definition 3.30 Define ϕK : K× → Gal(Kab/K) to be the homomorphism s.t.
for every finite abelian extension L/K, ϕK(a)|L = ϕL/K(a) for all a ∈ K×.

When L/K is unramified, ϕL/K maps every uniformiser of K to FrobL/K by
the definition of the invariant map. So, this together with corollary 3.27 proves
the existence of theorem 1.1.
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4 The Local Artin Map

In this section, we will define formal group laws and use them to construct the
local Artin map in a different way. This will enable us to prove theorem 1.2 and
the uniqueness in theorem 1.1.

4.1 Power Series

Let R be a commutative ring with 1. Given two power series f, g ∈ R[[T ]],
f ◦ g(T ) is in general not defined because we might not have convergence when
adding infinitely many elements. However, if the constant term of g is 0, we
don’t have this problem anymore and f ◦ g(T ) is well-defined.

Lemma 4.1 For all f ∈ R[[T ]] and g, h ∈ TR[[T ]], f ◦ (g ◦ h) = (f ◦ g) ◦ h.

Proof It is clear that (f1f2) ◦ g = (f1 ◦ g)(f2 ◦ g) for any f1, f2 ∈ R[[T ]]. So
gn ◦ h = (g ◦ h)n for any n. Therefore, the statement is true for f = Tn. By
linearity, it is true in general. 2

Lemma 4.2 If f =
∑
i≥1 aiT

i, then there exists g ∈ TR[[T ]] s.t. f ◦ g = T iff
a1 is a unit. In this case, g is unique and g ◦ f = T .

Proof If g =
∑
i≥1 biT

i, then the coefficients of f ◦ g are given by a1b1, a1b2 +
a2b1, etc, the nth one is given by a1bn +(poly in a2, . . . , an, b1 . . . , bn−1). Hence
there is a g with f ◦ g(T ) = T iff a1 is a unit. If this is the case, all the bi’s are
uniquely determined recursively. In particular, a1b1 = 1 and b1 is a unit. So,
there exists h s.t. g ◦ h(T ) = T . But then

f(T ) = f ◦ T = f ◦ (g ◦ h(T )) = (f ◦ g)(h(T )) = h(T )

Hence, g ◦ f(T ) = T . 2

In general, if f ∈ R[[X1, . . . , Xn]] and g1, . . . gn ∈ R[[Y1, . . . , Ym]], then, as
in the one-dimensional case, f(g1, . . . , gn) is well-defined if the constant terms
of all the gi’s are zero. We would like to define abelian groups with operations
given by substitutions into symmetric power series in two variables. Explicitly,
we have the following.

Definition 4.3 Let R be a ring, a formal group law is a power series F ∈
R[[X,Y ]] s.t.

(a) F (X,Y ) = X + Y+terms of degree ≥ 2;

(b) F (X,F (Y, Z)) = F (F (X,Y ), Z);

(c) F (X,Y ) = F (Y,X).

Lemma 4.4 If F is a foraml group law, then it’s of the form F (X,Y ) = X +
Y +

∑
i,j≥1

aijX
iY j.
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Proof Take Y = 0 in (a), write f(X) = F (X, 0) = X + deg ≥ 2. f(0) =
F (0, 0) = 0. Put Y = Z = 0 in (b), we have F (X,F (0, 0)) = F (F (X, 0), 0) or
f = F (X, 0) = F (f, 0) = f ◦ f . By lemma 4.2, there is a g s.t. f ◦ g(X) = X.
Therefore, f ◦f ◦g = f ◦g and hence f(X) = X. F (X, 0) = X and F (0, Y ) = Y
similarly. Therefore, F is of the form claimed. 2

Given the conditions we have so far, we can construct an inverse series as shown
below.

Lemma 4.5 If F is a formal group law, then there exists a unique iF (X) ∈
XR[[X]] s.t. F (X, iF (X)) = 0.

Proof By lemma 4.4, we have F (X,Y ) = X + Y +
∑
i,j≥1

aijX
iY j . Set iF (X) =

−X +
∑
k≥2

bkX
k, then F (X, iF (X)) =

∑
k≥2

bkX
k +

∑
i,j≥1

aijX
i(−X +

∑
k≥2

bkX
k)j .

The cofficient of Xk is bk + (poly in aij , b2, . . . , bk−1). So we can solve for bk
uniquely and get F (X, iF (X)) = 0. 2

Let K be a local field. Take R = OK . If F (X,Y ) =
∑
aijX

iY j ∈ OK [[X,Y ]],
then aijx

iyj → 0 as i, j → ∞ for any x, y ∈ MK . So, F (x, y) converges by
completeness. Therefore, if we define x+F y = F (x, y), (MK ,+F ) is an abelian
group (by axiom (b), (c) and lemma 4.5). Also, F turns XR[[X]] into an abelian
group by setting f+F g = F (f, g). Roughly speaking, a formal group law defines
a group by substitutions.

Definition 4.6 Let F and G be two formal group laws, a homomorphism
from F to G is a power series h ∈ TR[[T ]] s.t. h(F (X,Y )) = G(h(X),H(Y )).
If in addition, there exists a homomorphism h′ : G → F s.t. h ◦ h′(T ) =
h′ ◦ h(T ) = T , we say h is an isomorphism. A homomorphism h : F → F is
called an endomorphism.

Note that the above definitions agree with the ordinary notions of morphisms
when the formal group laws actually define groups concretely by substitutions.
In fact, such homomorphisms form a group also.

Lemma 4.7 Let F and G be formal group laws. Hom(F,G) is an abelian group
with addition f +G g. Moreover, End(F ) is a ring with multiplication f ◦ g.

Proof Let f, g ∈Hom(F,G) and h = f +G g.

h(F (X,Y )) = (f +G g)(F (X,Y ))
= G(f(F (X,Y )), g(F (X,Y ))) (definition of +G)
= G(G(f(X), f(Y )), G(g(X), g(Y ))) (f , g are homomorphisms)
= (f(X) +G f(Y )) +G (g(X) +G g(Y )) (definition of +G)
= (f(X) +G g(X)) +G (f(Y ) +G g(Y )) (+G abelian, associative)
= h(X) +G h(Y ) (definition of h)
= G(h(X), h(Y )) (definition of +G)

33



Hence, h ∈Hom(F,G). Similarly, one can show that iG ◦ f ∈Hom(F,G), which
is the inverse of f . So we have the first part of the lemma.
To show the second part, we need to show that the distributitive law holds. Let
f, g, h ∈End(F ).

f ◦ (g +F h)(X) = f(F (g(X), h(X))) (definition of +F )
= F (f(g(X)), f(h(X))) (f is an endomorphism)
= F (f ◦ g(X), f ◦ h(X))
= (f ◦ g +F f ◦ h)(X) (definition of +F )

Hence the distributivity. Finally, X is the identity. 2

4.2 Lubin-Tate Group Laws

We now fix a uniformiser π of K and let q = |kK |. We will define a formal group
law using π. This will eventually enable us to give the alternative definition of
the local Artin map we mentioned earlier.

Definition 4.8 Fπ is defined to be the set {f ∈ OK [[X]] |f(X) = πX + deg ≥
2, f(X) ≡ Xqmod π}.

Lemma 4.9 Let f, g ∈ Fπ and φ1(X1, . . . , Xn) a linear form with coefficients
in OK . Then there is a unique φ ∈ OK [[X1, . . . , Xn]] s.t.

(a) φ = φ1 + deg ≥ 2;

(b) f(φ(X1, . . . , Xn)) = φ(g(X1), . . . , g(Xn)).

Proof We will show by induction that for any r ≥ 1, there is a unique polyno-
mial φr(X1, . . . , Xn) of degree at most r s.t.

(a) φr = φ1 + deg ≥ 2;

(b) f(φr(X1, . . . , Xn)) = φr(g(X1), . . . , g(Xn)) + deg ≥ r + 1.

For r = 1, it is clear that φ1 satisfies these conditions since f and g agree on
the linear terms.
Suppose we have defined φr. By the unqiueness of φr, φr+1 must be of the form
φr +Q where Q is homogeneous of degree r+ 1. Now, we only need to consider
condition (b) for r + 1. LHS is given by

f(φr+1(X1, . . . , Xn)) = f(φr(X1, . . . , Xn)) + πQ(X1, . . . , Xn) + deg ≥ r + 2

Similarly, the RHS of condition (b) is given by

φr(g(X1), . . . , g(Xn)) +Q(πX1, . . . , πXn) + deg ≥ r + 2

Q is homogeneous of degree r+1, henceQ(πX1, . . . , πXn) = πr+1Q(X1, . . . , Xn).
So in order for (b) to hold, it is necessary that

f(φr(X1, . . . , Xn))− φr(g(X1), . . . , g(Xn))
πr+1 − π

= Q+ deg ≥ r + 2
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Hence Q is uniquely determined. However, we have to make sure Q has co-
efficients in OK . First note that πr − 1 ∈ UK , so we only need to show the
numerator above is divisble by π. By the definition of Fπ, we have on one hand,

f(φr(X1, . . . , Xn)) ≡ φr(X1 . . . , Xn)qmodπ

On the other hand, we have

φr(g(X1), . . . , g(Xn)) ≡ φr(X
q
1 , . . . , X

q
n)modπ

≡ φr(X1 . . . , Xn)qmodπ (kK is a finite field of order q)

Hence, Q is indeed defined over OK . To finish the proof, we take φ to be the
power series given uniquely by φ = φr + deg ≥ (r + 1). φ clearly satisfies the
conditions of the lemma and φ is unique because the φr’s are. 2

We will see throughout this section that the uniqueness above is a very use-
ful tool to prove two power series to be equal.

Proposition 4.10 For any f ∈ Fπ, there is a unique formal group law Ff ∈
OK [[X,Y ]] s.t. f ∈ EndFf .

Proof By taking f = g in lemma 4.9, there is a unique power series Ff s.t.

(a) Ff (X,Y ) = X + Y + deg ≥ 2;

(b) f(Ff (X,Y )) = Ff (f(X), f(Y )).

So we only need to check this Ff is a formal group law.
Let G(X,Y ) = Ff (Y,X), then G(X,Y ) = X+Y +deg ≥ 2. On the other hand,
f(G(X,Y )) = f(Ff (Y,X)) = Ff (f(Y ), f(X)) by (b). But G(f(X), f(Y )) =
Ff (f(Y ), f(X)) by the definition of G. So, f(G(X,Y )) = G(f(X), f(Y )). By
the uniqueness of Ff , we have G = Ff , ie Ff (X,Y ) = Ff (Y,X).
Let G1(X,Y, Z) = Ff (X,Ff (Y, Z)) and G2(X,Y, Z) = Ff (Ff (X,Y ), Z). Again,
we can use the uniqueness of lemma 4.9 to show thatG1 = G2. Hence Ff satisfies
the conditions in definition 4.3. 2

Definition 4.11 A power series is called a Lubin-Tate formal group law if
it’s of the form Ff for some f ∈ Fπ where π is a uniformiser of K.

In fact, there is only one Lubin-Tate formal group law up to isomorphism. Given
f, g ∈ Fπ, we can construct an isomorphism using the following two results.

Proposition 4.12 For f, g ∈ Fπ and x ∈ OK , let [x]f,g be the unique element
of OK [[T ]] given by lemma 4.9 s.t.

(a) [x]f,g(T ) = xT + deg ≥ 2;

(b) f ◦ [x]f,g = [x]f,g ◦ g.

Then [x]f,g is a homomorphism from Fg to Ff .
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Proof If we write h = [x]f,g, we need to show h(Fg(X,Y )) = Ff (h(X), h(Y )).
We will again use the uniqueness of lemma 4.9. It’s clear that both sides equal
xX + xY + deg ≥ 2, so condition (a) in the lemma is satisfied.

f(h(Fg(X,Y )) = f ◦ h(Fg(X,Y ))
= h ◦ g(Fg(X,Y )) (by the definition of h = [x]f,g)
= h(g(Fg(X,Y )))
= h(Fg(g(X), g(Y ))) (by the definition of Fg)

Hence, this gives the condition (b) for h(Fg(X,Y )). Similarly, we have

f(Ff (h(X), h(Y ))) = Ff (f(h(X)), f(h(Y ))) (definition of Ff )
= Ff (f ◦ h(X), f ◦ h(Y ))
= Ff (h ◦ g(X), h ◦ g(Y )) (definition of h = [x]f,g)
= Ff (h(g(X)), h(g(Y )))

Hence condition (b) for Ff (h(X),H(Y )). 2

Proposition 4.13 For any x, y ∈ OK , f, g, h ∈ Fπ, we have [x + y]f,g =
[x]f,g +Ff

[y]f,g and [xy]f,h = [x]f,g ◦ [y]g,h.

Proof In each case, the power series on the right satisfies the conditions char-
acterising the power series on the left. 2

Corollary 4.14 For f, g ∈ Fπ, we have Ff ∼= Fg.

Proof If we take x = 1 in proposition 4.12, by proposition 4.13, we have
[1]f,g ◦ [1]g,f = [1]f,f . In fact, [1]f,f (T ) = T by the uniqueness in proposition
4.12. Similarly, [1]g,f ◦ [1]f,g(T ) = [1]g,g(T ) = T . Hence [1]f,g and [1]g,f are
isomorphisms. 2

As claimed above, a uniformiser π of K determines a unique Lubin-Tate formal
group law up to isomorphism. In fact, OK acts on such a group law by the
following.

Corollary 4.15 Fix x ∈ OK and Ff a Lubin-Tate group law, there is a unique
endomorphism [x]f : Ff → Ff s.t. [x]f (T ) = xT + deg ≥ 2 and [x]f commutes
with f . The map x 7→ [x]f gives a ring homomorphism from OK to End(Ff ).

Proof Take g = f in proposition 4.12, then [x]f := [x]f,f has the properties
claimed. This gives a ring homomorphism by proposition 4.13 and [1]f acts as
the identity. 2

4.3 Construction of Kπ

As we have seen before, Kun is fairly easy to understand via extensions of the
residue field. In order to study Kab, we will have to consider ramified extensions
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also. To do this, we will construct a totally ramified extension Kπ (π a fixed uni-
formiser of K) using Lubin-Tate group laws. It turns out that Kab = Kπ ·Kun,
so we only need to understand the structure of Kπ in order to understand that
of Kab.

The valuation | · | of K extends uniquely to any finite extenstion L of K, hence
it extends uniquely to Kal. We write Oal

K for the set {x ∈ Kal| |x| ≤ 1} and
Mal
K for the set {x ∈ Kal| |x| < 1}. Fix a uniformiser π of K. For any f ∈ Fπ,

we have an OK-module structure on Mal
K with addition +Ff

and x ·α = [x]f (α).
We denote this module by Λf and define Λn to be the submodule killed by [π]nf .
It’s not hard to see that on taking f = g and x = π in proposition 4.12, f
satisfies conditions (a) and (b), so [π]f = f by uniqueness. Hence Λn consists
of the roots of f (n) = f ◦ · · · ◦ f︸ ︷︷ ︸

n

. Kπ is defined to be ∪nK(Λn). We will now

derive some properties of Kπ.

Lemma 4.16 Let M be an OK-module, and let Mn = ker(πn : M → M).
Assume M1 has q = |kK | elements and π : M → M is surjective. Then Mn

∼=
OK/(πn).

Proof We proceed by induction on n. The assumption on M1 implies the result
for n = 1 by the isomorphism theorem.
Note that M1 ⊆ Mn so we have an inclusion M1 ↪→ Mn. If α ∈ Mn−1, then
πn−1 · α = 0. By the surjectivity of π, there exists β s.t. π · β = α. Hence
πn · β = 0, ie β ∈ Mn. Hence π : Mn → Mn−1 is surjective. Therefore, the
sequence 0 →M1 →Mn

π→Mn−1 → 0 is exact.
By induction, Mn−1

∼= OK/(πn−1), hence it has qn−1 elements. By the exact
sequence above, Mn/M1

∼= Mn−1 and Mn has qn elements. Since OK is a prin-
cipal ideal domain with only one prime ideal, every finitely generated torsion
OK-module is of the form OK/(πn1) ⊕ · · · ⊕ OK/(πnr ). Since each summand
of Mn contains a non-trivial element of M1, in order for M1 to be cyclic, Mn

must be cyclic itself. So Mn
∼= OK/(πn). 2

Recall from local fields, we have the following.

Theorem 4.17 If f ∈ OK [X] is an Eisenstein polynomial, then L = K[X]/(f)
is totally ramified over K, and the root of f in L is a uniformiser of L.

We can now derive the structures of Λn.

Proposition 4.18 Λn ∼= OK/(πn), hence we have EndOK
(Λn) = OK/(πn)

and AutOK
(Λn) = (OK/(πn))×.

Proof We will show Λn satisfies the condition of lemma 4.16. Note that any two
Ff and Fg are isomorphic by corollary 4.14, wlog, we may take f(X) = πX+Xq.
f(X)/X is an Eisenstein polynomial of degree q−1, so f(X)/X is separable by
theorem 4.17. Hence, f(X)/X has q − 1 distinct non-zero roots in Mal

K and f
itself has q distinct roots in Mal

K , ie |Λ1| = q.
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It remains to show that the multiplication by π is surjective. Note that for any
α ∈ Mal

K , there exists β ∈ Kal s.t. [π]f (β) = f(β) = α.
Claim β ∈ Mal

K

Proof of claim 1 > |α| = |βq + πβ|. If |βq| = |πβ|, then |β|q−1 < 1, so |β| < 1.
Otherwise, |βq + πβ| = max(|βq|, |πβ|) < 1, so |β| < 1. Either way, |β| < 1,
hence the claim. 2

We will need the following general result to derive further properties of K(Λn)
we want.

Lemma 4.19 Let L/K be a finite Galois extension, with G = Gal(L/K). For
any F ∈ OK [[X1, . . . , Xn]] and α1 . . . , αn ∈ ML, we have F (σα1, . . . , σαn) =
σF (α1, . . . , αn) for all σ ∈ G.

Proof Since |αi| < 1, F (α1, . . . , αn) converges as L is complete. Note that σ
perserves norm, so F (σα1, . . . , σαn) converges in L also. The lemma is trivial
when F is a polynomial. But σ is continuous since it preserves norm. Hence
the lemma is true by taking limit. 2

Theorem 4.20 Let Kπ,n = K(Λn), we have the following.

(a) Kπ,n/K is totally ramified of degree (q − 1)qn−1.

(b) The action of OK on Λn defines an isomorphism from AutOK
(Λn) =

(OK/Mn)× to Gal(Kπ,n/K).

Proof We may let f(X) = πX +Xq as above. Since Λn is set of roots of f (n),
K(Λn) is the splitting field of f (n) over K. Note that [π]rf · α = 0 where r ≤ n
implies [π]nf · α = 0, so we have inclusions Λn ⊇ Λn−1 ⊇ · · · ⊇ Λ1.
As stated above, f(X)/X is an Eisenstein polynomial over K. So, if α1 is a root
of f(X)/X, then K(α1)/K is a totally ramified extension of degree q − 1 with
uniformiser α1 by theorem 4.17. Now, f(X) − α1 is an Eisenstein polynomial
over K(α1), so K(α1, α2)/K(α1) is a totally ramified extension of degree q
with uniformiser α2. Continue similarly, we have K(Λn) ⊇ K ′ ⊇ K where
K ′ = K(α1, . . . , αn) is a totally ramified extension of degree (q − 1)qn−1 over
K and f(αi) = αi−1 for i = 2, . . . , n. In particular, [K(Λn) : K] ≥ [K ′ : K] =
(q − 1)qn−1.
On the other hand, Gal(K(Λn)/K) can be identified as a subset of Sym(Λn).
Under this identification, an element in the Galois group will correspond to
an element of AutOK

(Λn) in Sym(Λn) by lemma 4.19. But AutOK
(Λn) ∼=

(OK/(πn))× by proposition 4.18. Hence |Gal(K(Λn)/K)| ≤ |(OK/(πn))×| =
(q − 1)qn−1.
Therefore, we must have equality since |Gal(K(Λn)/K)| = [K(Λn) : K]. So, (a)
is true. We have equality throughout, hence the isomorphism in (b). 2

Corollary 4.21 With the notations above, π ∈ NK(Λn)/K(K(Λn)×).

Proof Let g(X) = f(X)/X and f [n] = g ◦ f ◦ · · · ◦ f︸ ︷︷ ︸
n−1

= π + · · · + X(q−1)qn−1
.

With the notations in the proof above, we have f [n](αn) = f [n−1](αn−1) = · · · =
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f [1](α1) = 0. K ′ = K(αn) as K ′/K is totally ramified and αn is a uniformiser
of K ′. So, [K(αn) : K] = (q − 1)qn−1 and f [n] is the minimal polynomial of αn
over K, hence NK(Λn)/K(αn) = (−1)(q−1)qn−1

π. This is just π unless q = 2 and
n = 1. The case n = 1 is trivial. Hence the claim. 2

Corollary 4.22 The action of OK on Λn induces an isomorphism from O×K to
Gal(Kπ/K).

Proof By theorem 4.20, the action induces an isomorphism from (OK/(πn))×
to Gal(K(Λn)/K). But Kπ = ∪nK(Λn), so Gal(Kπ/K) = lim

←−
Gal(K(Λn)/K).

On the other hand, OK = lim
←−

OK/(πn) and O×K = lim
←−

(OK/(πn))×, hence the
result. 2

Example 4.23 If K = Qp with π = p, then we have f(X) = (X+1)p−1 ∈ Fp.
f (n)(X) = (X + 1)p

n − 1, so Kπ in this case is just Qp(µp∞) = ∪nQp(µpn).

4.4 Construction of φπ

For a uniformiser π of K, we want to define a map φπ : K× →Gal(Kπ ·Kun/K)
to establish our alternative definition of the local Artin map. Since Kπ ∩Kun =
K, for a ∈ K×, it suffices to describe the actions of φπ(a) on Kπ and Kun sepa-
rately. If a = πnu where n ∈ Z and u is a unit, we let φπ(a) act on Kun as FrobnK
and it acts onKπ with φπ(a)(α) = [u−1]f (α). We will show thatKπ ·Kun = Kab

and this definition of φπ is independent of the choice of π. To do this, we will
relate Fπ and Fπ′ for two uniformisers π and π′ of K via the completion of Kun.

We write K̂un for the completion of Kun. | · | extends to K̂un and we write
O for its ring of integers. Note that FrobK extends to K̂un, denoted by σ.

Lemma 4.24 Define a homomorphism from O to itself by x 7→ σx − x. This
is surjective with kernel OK . Similarly, the homomorphism from O× with x 7→
σx/x is surjective with kernel O×K .

Proof Let R be the ring of integers in Kun with maximal ideal n. Then
lim
←−

R/nn = O. The residue field R/n ∼= k̄K .

Claim 0 → OK/Mn
K → R/nn

σ−1−→ R/nn → 0 is exact.
Proof of claim We proceed by induction on n. For n = 1, it’s clear since
(σ − 1)(x) = xq − x and this charactrises kK in k̄K . So assume the sequence is
exact for n− 1. Consider the following diagram.

0 // R/n //

σ−1

��

R/nn //

σ−1

��

R/nn−1 //

σ−1

��

0

0 // R/n // R/nn // R/nn−1 // 0
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where the first and third vertical maps are surjective with kernels OK/MK and
OK/Mn−1

K respectively. By the snake lemma, we have an exact sequence

0 → OK/MK → ker(γn) → OK/Mn−1
K → 0 → coker(γn) → 0

where γn denotes the map σ − 1 : R/nn → R/nn. So γn is surjective and the
kernel has qn elements. But OK/Mn

K lies inside the kernel and |OK/Mn
K | = qn,

so in fact ker(γn) = OK/Mn
K . Hence we have the exactness for R/nn. This

proves the claim.
We obtain the result for σ− 1 by taking inverse limit. The proof for the second
half of the lemma is similar. 2

Using this lemma, we can relate elements in Fπ and Fπ′ for two uniformisers π
and π′. We will do it in several steps.

Proposition 4.25 Let π and π′ be uniformisers of K with π′ = uπ. If f ∈ Fπ
and g ∈ Fπ′ , then there exists ε ∈ O× s.t. σε = uε and there exists θ(T ) ∈ O[[T ]]
s.t.

(a) θ(T ) = εT + deg ≥ 2;

(b) σθ = θ ◦ [u]f .

Proof By lemma 4.24, there exists ε ∈ O× s.t. σε/ε = u, ie σε = εu. We
construct a sequence of polynomials θr satisfying the following.

(1) If r > 1, then θr(T ) = θr−1(T ) + bT r for some b ∈ O;

(2) σθr = θr ◦ [u]f + deg ≥ r + 1.

Let θ1(T ) = εT . Then σθ1(T ) = εuT = ε(uT + · · ·) + deg ≥ 2, so condition (2)
is satisfied. Now, assume θr has been chosen. Let θr+1(T ) = θr(T )+aεr+1T r+1

for some a ∈ O. Thus, condition (2) says the following.

σθr(T ) + (σa)(σεT )r+1 = θr ◦ [u]f (T ) + a(εuT )r+1 + deg ≥ r + 2

So, for this to be true, we need (σa − a)(εu)r+1 = c where c is the coefficient
of T r+1 in θr ◦ [u]f − σθr. Such an a exists by the surjectivity of σ − 1 from
lemma 4.24. Hence, we can take θ to be the power series defined by these θr’s. 2

Note that ε is a unit in O. By lemma 4.2, these exists θ−1 ∈ TO[[T ]] s.t.
θ ◦ θ−1(T ) = θ−1 ◦ θ(T ) = T . This enable us to choose θ to be an isomorphism
from Ff to Fg as shown below.

Proposition 4.26 With the notations above, θ can be chosen so that we have
the following.

(a) θ(Ff (X,Y )) = Fg(θ(X), θ(Y ));

(b) θ ◦ [a]f = [a]g ◦ θ.
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Proof Let θ be any power series with the properties in proposition 4.25. Let
h = σθ ◦ f ◦ θ−1.
Claim h has coefficients in OK .
Proof of claim Proposition 4.25(b) says that σθ = θ◦[u]f , so h = θ◦[u]f ◦f ◦θ−1.
By the definition of [u]f , [u]f commutes with f . Hence, h = θ ◦ f ◦ [u]f ◦ θ−1.
Note that f and [u]f have coefficients in OK , so they are fixed by σ. Hence
σh = σθ ◦ f ◦ [u]f ◦ σθ−1.
On the other hand, θ ◦ [u]f ◦σθ−1(T ) = σθ ◦σθ−1(T ) = T , so θ−1 = [u]f ◦σθ−1.
Substituting this into the equaion for σh, we have σh = σθ ◦f ◦ θ−1 = h. Hence
the claim.
Recall σε/ε = u, we have h(T ) = σε · π · ε−1T + · · · = uπT + deg ≥ 2 =
π′T + deg ≥ 2. Furthermore, we have

h(T ) = σθ ◦ f ◦ θ−1(T )
≡ σθ ◦ (θ−1)q(T )modMK (since f ∈ Fπ)
≡ σθ(σθ−1(T q))modMK (by definition, σ : x 7→ xq)
≡ T qmodMK

Therefore, h ∈ Fπ′ . We can then relate f and g as follows.
Take θ′ = [1]g,h ◦ θ, then clearly it satisfies the conditions of the previous
proposition since [1]g,h has coefficients in OK . So, we can replace θ by θ′ and
σθ′ ◦ f ◦ θ′−1 = [1]g,h ◦ h ◦ [1]−1

g,h = g.
θ′(Ff (θ′−1(X), θ′−1(Y )) = Fg(X,Y ) since the LHS satisfies the conditions char-
acterising Fg in proposition 4.10. Hence, on replacing (X,Y ) by (θ′(X), θ′(Y )),
we have (a). Similarly, we can show that θ′ ◦ [a]f ◦ θ′−1 has the properties
characterising [a]g, hence (b). 2

Corollary 4.27 With the notations above, θ : Ff → Fg is an isomorphism.

Proof Condition (b) in proposition 4.26 says that θ is a homomorphism. As
noted before, condion (a) in proposition 4.25 implies θ−1 ∈ O and so θ is an
isomorphism. 2

Finally, we can prove that Kπ · Kun and φπ are independent of the choice
of π as claimed earlier.

Theorem 4.28 Kπ ·Kun is independent of the choice of π.

Proof We use the notations above. Recall that [π]f = f and [π′]g = g. We
have:

(σθ) ◦ f = (σθ) ◦ [π]f
= θ ◦ [u]f ◦ [π]f (property (b) of proposition 4.25)
= θ ◦ [π′]f (proposition 4.13)
= [π′]g ◦ θ (property (b) of proposition 4.26)
= g ◦ θ
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Therefore, f(α) = 0 implies g(θα) = 0 and g(α) = 0 implies f(θ−1(α)) = 0.
Recall Λf,1 and Λg,1 are the sets of zeros of f and g respectively. Hence we
have:

K̂un(Λg,1) = K̂un(θ(Λf,1)) ⊆ K̂un(Λf,1) = K̂un(θ−1Λg,1) ⊆ K̂un(Λg,1)

So we have equality K̂un(Λf,1) = K̂un(Λg,1). By taking intersection with Kal,
we have Kun(Λf,1) = Kun(Λg,1). Similarly, Kun(Λf,n) = Kun(Λg,n) for all n.
Hence, Kun ·Kπ = Kun ·Kπ′ . 2

Theorem 4.29 φπ defined in the beginning of this section is indepedent of the
choice of π.

Proof Again, we use the notations as above. φπ(π′) and φπ′(π′) both act as
Frob on Kun. Now consider their actions on Kπ′ .
By definition, φπ′(π′) acts as the identity on Kπ′ . Let θ be the isomorphism
from Ff to Fg in propositions 4.25 and 4.26. We have φπ(π′) = φπ(u)φπ(π),
φπ(u) acts as the identity on Kun and it acts as [u−1]f on Kπ whereas φπ(π)
acts as Frob= σ on Kun and as the identity on Kπ. Therefore, if α ∈ Kπ, we
have:

φπ(π′)(θα) = φπ(u)φπ(π)(θα)
= σθ(φπ(u)(α)) (since θ has coefficients in K̂un)
= σθ([u−1]f (α))
= θα (by property (b) of proposition 4.25)

Therefore, φπ′(π′) and φπ(π′) agree on Kπ′ . Hence they are equal. But π′ is
arbitrary, so given any uniformisers π1 and π2, φπ1 and φπ2 take the same values
on any uniformisers, hence they take the same values everywhere. 2

4.5 Existence Theorem

Fix a uniformiser π0 of K. Write K ′ for Kπ0 ·Kun, and let φ′ = φπ0 . We have
seen that they are indepedent of the choice of π0. Let φ : K× →Gal(Kab/K)
be the map constructed in definition 3.30. We will show that it coincides with
φ′.

Lemma 4.30 For all a ∈ K×, φ(a)|K′ = φ′(a).

Proof Let π be a uniformiser of K. By corollary 4.21, π is a norm from Kπ,n, so
by property (b) of φ in theorem 1.1, φ(π) acts trivially on Kπ,n. By definition,
φ′(π) = φπ(π) acts trivially on Kπ,n. On the other hand, both φ(π) and φ′(π)
act as Frob on Kun. But π is arbitrary. Hence the claim since K ′ = ∪Kπ,n ·Kun.
2

To prove the Existence Theorem, we will need to derive some properties of
the norm subgroups. First, we introduce some notations.
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If we write Km for the unramified extension K of degree m, then we have
φπ0(a)|Kπ0,n·Km =id for a ∈ (1 + Mn

K)· < πm0 >. Let Kn,m = Kπ0,n ·Km and
Un,m = (1 + Mn

K)· < πm0 >.

Lemma 4.31 With the above notations, Un,m = NKn,m/K(K×n,m).

Proof Since φπ0(a)|Kn,m
= id for all a ∈ Un,m. We have φ(a)|Kn,m

= id for
all a ∈ Un,m by lemma 4.30, hence Un,m ⊆ NKn,m/K(K×n,m) by property (b) of
theorem 1.1.

(K× : Un,m) = (U : 1 + Mn
K)(< π0 >:< πm0 >)

= (q − 1)qn−1 ·m
= [Kπ0,n : K][Km : K] (by theorem 4.20 and definition of Km)
= [Kn,m : K] (as Kπ0,n ∩Km = K)
= |Gal(Kn,m/K)|
= (K× : NKn,m/K(K×n,m)) (by property (b) of theorem 1.1)

Hence we have equality. 2

For a general norm group, we have the following.

Lemma 4.32 Let L be a finite Galois extension of K, and assume NL/K(L×)
is of finite index in K×. Then NL/K(L×) open in K×.

Proof UL is compact, NL/K is continuous, so NL/K(UL) is closed in K×. Note
that the norm of a unit is a unit and that of a non-unit is a non-unit, so we have
an embedding UK/NL/K(UL) ↪→ K×/NL/K(L×) which is finite by assumption.
Hence NL/K(UL) is closed of finite index in UK , so its complement in UK is
a finite union of closed subsets. Therefore, NL/K(UL) is open in UK , hence in
K×. There is an open neigbourhood of 1 inside NL/K(L×), hence it’s open by
translation. 2

Corollary 4.33 Kab = Kπ0 ·Kun and φ′ = φ.

Proof If L/K is an abelian extension, (K× : NL/K(L×)) = [L : K] by property
(b) of theorem 1.1. By lemma 4.32, NL/K(L×) is open in K×. So, it contains
Un,m for some n,m ≥ 0. For a ∈ K×, we have the following by theorem 1.1(b).

φ(a) fixes the elements of L ⇔ a ∈ NL/K(L×)

φ(a) fixes the elements of Kn,m ⇔ a ∈ NL/K(K×n,m) = Un,m

But NL/K(L×) ⊇ Un,m, so φ(a) fixes Kn,m implies φ(a) fixes L. Note that
φ|L·Kn,m : K× → Gal(L ·Kn,m/K) is onto, hence L ⊆ Kn,m.
Therefore, for any abelian extension L of K, we have L ⊆ Kn,m ⊆ Kπ0 ·Kun ⊆
Kab. But L is arbitrary, hence we have Kab = ∪L = Kπ0 ·Kun. Lemma 4.30
shows that for all a ∈ K×, φ(a) and φ′(a) act as the same map on this field,
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hence they are equal. 2

Finally, we can finish off our proofs for the main theorems.

Proof of the Existence Theorem
We have to show that every open subgroup H of K× of finite index is a norm
group. As we have observed, every such group contains Un,m for some n and
m, and Un,m = NKn,m/K(K×n,m). Let L be the subfield of Kn,m fixed by
φKn,m/K(H). Then H is the kernel of φ : K× →Gal(L/K), and so equals
NL/K(L×) by the property (b) of theorem 1.1.

Uniqueness of φ
Let π be a uniformiser ofK. For any n, we have π ∈ NKπ,n/K(K×π,n) by corollary
4.21. So condition (b) implies that φ(π) acts as the identity on Kπ,n. Therefore,
φ(π) acts as the identity on Kπ. φ(π) acts as Frob on Kun by condition (a).
Kab = Kπ ·Kun, so φ(π) is uniquely determined. But π is arbitrary, hence the
claim.

4.6 Consequences

Using the main theorems we proved, we can now translate results from Galois
theory into statements on intrinsic properties of the local field.

Corollary 4.34 The map L 7→ NL/K(L×) is a bijection from the set of finite
abelian extensions of K to the set of open subgroups of finite index in K×.
Moreover, we have the following correspondence.

L1 ⊆ L2 ⇔ NL1/K(L×1 ) ⊇ NL2/K(L×2 );
NL1·L2/K(L1 · L2) = NL1/K(L1) ∩NL2/K(L2);

NL1∩L2/K(L1 ∩ L2) = NL1/K(L1) ·NL2/K(L2).

for any finite abelian extensions L1 and L2 of K.

Proof By theorem 1.2, every open subgroup of K× of finite index is of the
form NL/K(L×) where L/K is a finite abelian extension. Given a finite abelian
extension L of K, Gal(L/K) is identified with K×/NL/K(L×) via φK . More-
over, if L′ is an intermediate field, then L′ is the fixed field of Gal(L/L′). By
theorem 1.1, we have for any σ ∈ Gal(L/K), σ ∈ Gal(L/L′) iff φK(σ)|L′ = id
iff σ corresponds to an element in NL′/L(L′×). Hence, we have the inclusion
reversing correspondence claimed.
The last two equalities follow immediately from the Galois correspondence. 2

Recall Km denotes the unramified extension of K of degree m. Using the local
Artin map, we can describe NKm/K(K×m) as follows.

Lemma 4.35 NKm/K(K×m) = UK ·πmZ where π is a uniformiser of K and UK
is the set of units in K.
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Proof Let u ∈ UK . Note that φK(π)|Kun is the Frobenius map. But πu is also
a uniformiser of K, so φK(πu)|Kun = φK(π)|Kun . We have φK(u)|Kun = id.
Hence, φKun/K(πnu) = Frobn. Therefore, ker(φKm/K) = UK ·πmZ which equals
NKm/K(K×m) by theorem 1.1. 2

We can also say something about Gal(Kab/K). Define an alternative topol-
ogy of K× by its open subgroups of finite index. These are just subgroups of
the form NL/K(L×) where L is an abelian extension of K. Then the completion
of K× wrt this topology is just K̂× = lim

←
K×/NL/K(L×). However, we have

isomorphism φL/K : K×/NL/K(L×) → Gal(L/K). On passing to inverse limits,
we have K̂× ∼= Gal(Kab/K).

Finally, we can prove the Local Kronecker-Weber Theorem using what we have
got so far.

Theorem 4.36 (Local Kronecker-Weber) Let L be a finite abelian exten-
sion of Qp, then L is contained in a cyclotomic extension of Qp.

Proof Let K = Qp, then p is a uniformiser. We have L ⊆ Kab = Kp ·Kun by
corollary 4.33. But Kun = ∪p-nQp(µn) by remark 3.13 and Kp = Qp(µp∞) by
example 4.23. Hence we are done. 2

5 Global Class Field Theory

We will state without proof the main theorems in global class field theory here.
Throughout this section, K denotes a number field for simplicity although some
of the results we state will hold for finite extensions of Fp(T ) also.
Given a number fieldK, the localisation ofOK at a prime ideal induces a discrete
valuation on K. An embedding of K into C gives a non-discrete valuation of
K. To simplify terminology, we have the following definition.

Definition 5.1 A prime of K is an equivalence class of non-trivial valua-
tions of K. Those identified with prime ideals of OK are called finite primes,
whereas those identified with embeddings into C are called infinite primes. We
say that an infinite prime is real if it can be identified with an embedding into
R and say it is complex if it is identified with a conjugate pair of embeddings
into C.

The completion ofK with respect to a prime v is denoted byKv. The embedding
K ↪→ Kv is denoted by a 7→ av. Sometimes we write p instead of v. For any
ideal a of OK , Na denotes the numerical norm of a, namely (OK : a).

5.1 Ray Class Groups

To make sense of the statements of the main theorems in global class field theory,
we need the notion of ray class groups. First, we introduce some notations. Let
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I be the group of fractional ideals in K and C the ideal class group of K. For
a finite set S of primes of K, IS denotes the subgroup of I generated by the
prime ideals not in S. KS denotes the set {a ∈ K×|(a) ∈ IS}, ie it’s the set of
elements in K× with 0 valuation at the finite primes of S. There is a natural
map i : KS → IS with a 7→ (a) = aOK . From now on, i will always denote the
map that sends a to (a).

Lemma 5.2 With the notations above, the following sequence is exact.

0 → UK → KS → IS → C → 0

where UK denotes the set of units in OK .

Definition 5.3 A modulus for K is a function m : {primes of K} → Z s.t.

(a) m(p) ≥ 0 for all primes p, and m(p) = 0 for all but finitely many p;

(b) if p is real, then m(p) = 0 or 1;

(c) if p is complex, then m(p) = 0.

We write m =
∏
p

pm(p). We say a modulus m divides another modulus n if

m(p) ≤ n(p) for all p.

We can write m = m∞m0 where m∞ is a product of real primes and m0 is a
product of powers of prime ideals. Let S(m) = {primes dividing m}, ie the set
of primes p with m(p) ≥ 1, or just the support of m.

Let Km,1 = {a ∈ K×|ordp(a − 1) ≥ m(p)∀p ∈ S(m0) and ap > 0∀p ∈ S(m∞)}.
If a ∈ Km,1 and p ∈ S(m0), then ordp(a− 1) > 0 =ordp(1). If ordp(a) 6= 0, then
ordp(a − 1) = min(ordp(a), 0) > 0 which is impossible. So, ordp(a) = 0. Note
that the definition of IS(m) ignores the infinite places, we have a ∈ Km,1 implies
i(a) = (a) ∈ IS(m). This enables us to give the following definition.

Definition 5.4 Given a modulus m, the ray class group modulo m is given
by Cm = IS(m)/i(Km,1).

We write Um,1 = UK ∩ Km,1 and Km = KS(m). Then, we have the following
theorem.

Theorem 5.5 For any modulus m, there is an exact sequence

0 → UK/Um,1 → Km/Km,1 → Cm → C → 0

and canonical isomorphisms

Km/Km,1
∼=

∏
p|m∞

{±} ×
∏
p|m0

(OK/pm(p))× ∼=
∏

p|m∞

{±} × (OK/m0)×.
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Corollary 5.6 Cm is a finite group of order

hm =
2r0hN(m0)
(U : Um,1)

∏
p|m0

(1− 1
Np

)

where r0 is the number of real primes dividing m and h is the class number of
K.

Definition 5.7 Let L/K be a finite Galois extension with Galois group G. If
p is an ideal of K, and let P be an ideal of L lying over it, ie P|p. The
decomposition group D(P) is defined to be {σ ∈ G|σP = P}.

There is an isomorphism D(P) →Gal(LP/Kp). If P is unramified over p, then
the action of Gal(LP/Kp) on OL induces an isomorphism on the Galois groups
Gal(LP/Kp) →Gal(kLP

/kKp). The group on the RHS is cyclic, generated by
the Frobenius element x 7→ xq where q = |kKp |. The corresponding element on
LHS is called the Frobenius element (P, L/K) at P. In fact, it is the unique
element of σ ∈ Gal(L/K) s.t.

(a) σ ∈ D(P), ie σP = P;

(b) for all α ∈ OL, σα ≡ αqmodP, where q is the number of elements of the
residue field OK/p = kKp , p = P ∩K.

We will now give some properties of the Frobenius element.

Lemma 5.8 With the above notations, let g ∈ Gal(L/K) with gP be a second
prime dividing p. Then D(gP) = gD(P)g−1 and (gP, L/K) = g(P, L/K)g−1.

With the notations above. Given two primes P1, P2 of L dividing p, there
exists g ∈ G s.t. gP1 = P2. So, {(P, L/K)| P|p} is a conjugacy class in G,
denoted by (p, L/K). When L/K is abeian, this class has one element only. We
will regard this as an element of G.

Lemma 5.9 Consider a tower of fields

M Q

|
L P

|
K p

where Q is unramified over p. We have (Q,M/L) = (Q,M/K)f(P/p) where f
denotes the residue degree. Moreover, if L/K is Galois, then (Q,M/K)|L =
(P, L/K).
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5.2 Statements of Main Theorems

Definition 5.10 Let L/K be an abelian extension, let S be a finite set of primes
of K containing all primes that ramify in L. Define a homomorphism ψL/K :
IS → Gal(L/K) by pn1

1 · · · pnr
r 7→

∏
(pi, L/K)ni . This is called the global Artin

map.

Proposition 5.11 Let L be an abelian extension of K, and let K ′ be an inter-
mediate field. Assume S is a finite set of prime ideals of K containing all those
that ramify in L and the set of primes of K ′ lying over a prime in S. Then the
following diagram commutes.

ISK′

ψL/K′ //

NK′/K

��

Gal(L/K ′)

inclusion

��
ISK

ψL/K // Gal(L/K)

where NK′/K is the norm map from I ′K to IK (this is defined to be the unique
homomorphism s.t. for any prime P of K ′, NK′/K(P) = pf(P/p) where p =
P ∩ OK).

Corollary 5.12 For any abelian extension L of K, NL/K(ISL) ⊆ kerψL/K .

Therefore, the Artin map factors through ψL/K : ISK/NL/K(ISL) → Gal(L/K)
by an abuse of notations.

Definition 5.13 Let S be a finite set of primes of K, G any group. We say
that a homomorphism ψ : IS → G admits a modulus if there exists a modulus
m with S(m) ⊆ S s.t. ψ(i(Km,1)) = 0.

Theorem 5.14 (Reciprocity Law) Let L be a finite abelian extension of K,
and let S be the set of primes of K ramifying in L. Then the Artin map ψ : IS →
Gal(L/K) admits a modulus m with S(m) = S, and it defines an isomorphism

I
S(m)
K /i(Km,1) ·NL/K(ISL(m)) → Gal(L/K).

Definition 5.15 With the notations as in the theorem above, we call the mod-
ulus m a defining modulus for L.

We write Im
K for the group of S(m)-ideals in K, and Im

L for the group of S(m)′-
ideals in L, where S(m)′ contains the primes of L lying over a prime in S.

Definition 5.16 We say a subgroup H of Im
K is a congruence subgroup mod-

ulo m if Im
K ⊇ H ⊇ i(Km,1).

Theorem 5.17 (Existence Theorem) For any congruence subgroup H mod-
ulo m, there exists an abelian extension L/K s.t. H = i(Km,1) ·NL/K(Im

L ).
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For H and L as above, by the Reciprocity Law, the Artin map induces an
isomorphism IS(m)/H → Gal(L/K). Therefore, for a fixed m, there is a field
Lm, s.t. Cm

∼= Gal(Lm/K) via the Artin map.

Definition 5.18 With the above notations, Lm is called the ray class field
modulo m.

5.3 Examples

We will now give some examples to illustrate some of the theory in the previous
section.

(1) Let K = Q, L = Q[
√
m] where m is a sqaure-free integer. Let S be the

set of finite primes of K that ramify in L. So S consists of the primes divid-
ing m if m ≡ 1(mod4) and the primes dividing m together with 2 otherwise.
Gal(L/K) = {1, σ} where σ

√
m = −

√
m. If p ∈ IS , ψL/K(p) = (p, L/K).

To find (p, L/K), we can take P = (p) in the definition. We have (p, L/K)α ≡
αpmodp for all α ∈ OL. But OL = Z[(1 +

√
m)/2] if m ≡ 1(mod4) and Z[

√
m]

otherwise. Therefore, we have (p, L/K) = σ if m is not a square modp and 1
otherwise. If we identify σ with −1, ψL/K(p) is just (mp ), the Legendre symbol.
In general, by multiplicativity, ψL/K is just the Jacobi symbol.

(2) Let K = Q, L = Q[ζ] where ζ is a pth root of unity and p is a rational
prime. Then the only prime ramifying in L is p itself. Gal(L/K) is identified
with (Z/pZ)×. Similar to above, for any rational prime q other than p, we have
(q, L/K) = (ζ 7→ ζq), corresponding to q(modp) in (Z/pZ)×. The Artin map is
just IS → (Z/pZ)× with (r/s) 7→ rs−1(modp).

(3) Let m be a modulus and L a subfield of Lm. If we write N(CL,m) =
i(Km,1) · NL/K(Im

L )modi(Km,1), similar to local class field theory, we have a
corollary to the Existence Theorem which relates the abelian extensions of K
to the norm groups.

Corollary 5.19 Fix a modulus m. Then the map L 7→ N(CL,m) is a bijection
from the set of abelian extensions of K contained in Lm to the set of subgroups
Cm. Moreover, the correspondence is inclusion-reversing and we have:

N(CL1·L2,m) = N(CL1,m) ∩N(CL2,m);
N(CL1∩L2,m) = N(CL1,m) ·N(CL2,m).

for any intermediate subfields L1 and L2.

(4) Let L/K be an abelian extension with Galois group G. By the Reciprocity
Law, there is a modulus m with support the set of primes of K ramifying in L
s.t. the Artin map ψL/K takes the value 1 on i(Km,1). Consider the map in
theorem 5.5

(OK/pm(p))× ↪→ Km/Km,1
i→ Cm

ψL/K−→ G.
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There will be a smallest integer f(p) ≤ m(p) s.t. the map factors through
(OK/pf(p))×. The modulus f(L/K) = m∞

∏
pf(p) is then the smallest modulus

s.t. ψL/K factors through Cf. We call this the conductor of L/K. The conduc-
tor f(L/K) is divisible exactly by the primes ramifying in L.

The subfields of the ray class field Lm containing K are those conductor f|m.
Every abelian extension of K is contained in Lm for some m.

Take K = Q. Let m be a positive integer which is odd or divisble by 4. We have
a modulus m which is just the factorisation of (m) into prime ideals of Z. The
ray class field for (m) is Q[ζm + ζ̄m], and the ray class field for ∞(m) is Q[ζm]
where ∞ denotes the embedding Q ↪→ R. Thus the Reciprocity Law implies the
Kronecker-Weber theorem: every abelian extension of Q has conductor dividing
∞(m) for some m of this form, and therefore is contained in a cyclotomic field.

References

[1] F.W. Anderson and K.R. Fuller: Rings and Categories of Modules,
Springer-Verlag (1974).

[2] J.W.S. Cassels: Local Fields, Cambridge University Press (1986).
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